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Abstract

We show that there exist closed manifolds with arbitrarily small tran-
scendental simplicial volumes. Moreover, we exhibit an explicit family
of (transcendental) real numbers that are not realised as the simplicial
volume of a closed manifold.

1 Introduction

The simplicial volume ‖M‖ ∈ R≥0 is a homotopy invariant of oriented closed
connected manifolds M [Mun80, Gro82], namely the `1-semi-norm of the (singu-
lar) R-fundamental class. The set SV(d) ⊂ R≥0 of simplicial volumes of oriented
closed connected d-manifolds is countable and can be determined explicitly in
dimensions 1, 2, 3 through classification results [HL19b, Section 2.2]. In these
dimensions, simplicial volume has a gap at 0.

In previous work [HL19b], we showed that those are the only dimensions
with a gap and that indeed SV(d) is dense in R≥0 for d ∈ N≥4. We also showed
that SV(4) contains Q≥0. We now continue these investigations, with a focus
on transcendental values.

Theorem A. For every ε ∈ R>0, there exists an oriented closed connected
4-manifold M such that

• ‖M‖ is transcendental (over Q) and

• 0 < ‖M‖ < ε.

In fact, we provide an explicit sequence of transcendental simplicial volumes
of 4-manifolds converging to zero that are linearly independent over the algebraic
numbers (Theorem C).

We also give explicit examples of real numbers that are not realised as a
simplicial volume:

Theorem B. Let d ∈ N and let A ⊂ N be a subset that is recursively enumerable
but not recursive. Then

α :=
∑
n∈A

2−n

is transcendental (over Q) and there is no oriented closed connected d-mani-
fold M with ‖M‖ ∈ Rc>0 ·α, where Rc>0 is the set of positive computable numbers.
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There are many recursively enumerable but non-recursive subsets of N: for
example, every encoding of the halting sequence [Cut80, Section 7]; moreover,
1 ∈ Rc>0. Hence, Theorem B provides concrete examples of countably many
transcendental numbers that are not realised as the simplicial volume of closed
manifolds.

We previously explored connections between stable commutator length on
finitely presented groups and simplicial volume [HL19a][HL19b, Theorem C/F];
see also Theorem 1.2. Stable commutator length is now well studied in many
classes of groups, thanks largely to Calegari and others [Cal09a, Cal09b, Zhu08,
CF10, CH19]. Our constructions for the transcendental values of simplicial vol-
umes in Theorems A and C rely on computations by Calegari [Cal09a, Chap-
ter 5].

However, it is unknown which real non-negative numbers are generally re-
alised as the stable commutator length of elements in finitely presented groups.
For the larger class of recursively presented groups, the set of stable commutator
length is known and coincides with the set of right-computable numbers [Heu19].
Thus we ask:

Question 1.1. Does the set of simplicial volumes of oriented closed connected 4-
manifolds coincide with the set of non-negative right-computable real numbers?

Proof of Theorem A

Theorem A will follow from the following explicit construction of simplicial
volumes:

Theorem C. There exists a constant K ∈ N>0 and a sequence (Mn)n∈N of
oriented closed connected 4-manifolds with

‖Mn‖ = K · 24 · arccos(1− 2−n−1)

π

for all n ∈ N. The numbers αn := 24 · arccos(1 − 2−n−1)/π have the following
properties:

1. We have limn→∞ αn = 0.

2. We have α0 = 8 and for each n ∈ N>0, the number αn is transcenden-
tal (over Q).

3. The family (αp−2)p∈P is linearly independent over the field of algebraic
numbers; here, P ⊂ N denotes the set of all prime numbers.

The simplicial volumes constructed in Theorem C will be based on our pre-
vious work [HL19b] that allows us to construct 4-manifolds with simplicial vol-
umes prescribed in terms of the stable commutator length of certain finitely
presented groups. See Calegari’s book [Cal09a] for background on stable com-
mutator length.

Theorem 1.2 ([HL19b, Theorem F]). Let Γ be a finitely presented group that
satisfies H2(Γ;R) ∼= 0 and let g ∈ [Γ,Γ] be an element in the commutator
subgroup. Then there exists an oriented closed connected 4-manifold Mg with

‖Mg‖ = 48 · sclΓ g.
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As input for this theorem, we use the following group (whose properties are
established in Section 3):

Theorem D. The central extension Γ̃ of SL2(Z[1/2]) corresponding to the inte-

gral Euler class of SL2(Z[1/2]) is finitely presented. Moreover, H1(Γ̃;Z) is finite

and H2(Γ̃;R) ∼= 0.

It is known that the image of stable commutator length of the central Euler
class extension of SL2(Z[1/2]) contains arbitrarily small transcendental num-
bers [Cal09a, Example 5.38]:

Example 1.3. Let Γ := SL2(Z[1/2]) and let Γ̃ denote the central extension
of SL2(Z[1/2]) corresponding to the integral Euler class of SL2(Z[1/2]). In

other words, Γ̃ is the pre-image of SL2(Z[1/2]) under the canonical projec-

tion S̃L2(R) → SL2(R), where S̃L2(R) denotes the universal covering group
of SL2(R). Then

sclΓ̃(g̃) =
|rot(g̃)|

2

for all g̃ ∈ Γ̃, where rot : Γ̃→ R≥0 denotes the rotation number [Cal09a, Exam-
ple 5.38].

Furthermore, for each g ∈ Γ with |tr(g)| ≤ 2, there is a lift g̃ ∈ Γ̃ of g such
that [Cal09a, p. 145]

rot(g̃) =
arccos(tr g/2)

π
.

For n ∈ N>0, we consider

gn :=

(
2 1 + 2−n+1

−1 −2−n

)
∈ Γ

and let g̃n ∈ Γ̃ be the associated lift. Then limn→∞ rot(g̃n) = 0 and

sclΓ̃(g̃n) =
|rot(g̃n)|

2
=

arccos(tr gn/2)

2 · π
=

arccos(1− 2−n−1)

2 · π
=
αn
48
.

However, a priori, it is not clear that g̃n lies in the commutator subgroup of Γ̃.
Because K := |H1(Γ̃;Z)| is finite (Theorem D), we know that hn := g̃n

K ∈ [Γ̃, Γ̃]
for all n ∈ N. Moreover, by construction,

sclΓ̃(hn) = K · sclΓ̃(g̃n) = K · αn
48
.

With these ingredients, we can complete the proof of Theorem C (and thus
of Theorem A):

Proof of Theorem C/A. Let Γ̃ be the central Euler class extension of SL2(Z[1/2])
and let (hn)n∈N and K be as in Example 1.3. Applying Theorem 1.2 to hn ∈
[Γ̃, Γ̃] results in an oriented closed connected 4-manifold Mn with ‖Mn‖ = K ·αn.
Hence, limn→∞ ‖Mn‖ = K · 24 · arccos(1)/π = 0. If n > 0, then αn is known to
be transcendental (Proposition 2.2). Moreover, Baker’s theorem proves the last
part of Theorem C (Proposition 2.4).
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Proof of Theorem B

The proof of Theorem B relies on the following simple observation (proved in
Section 4, where also the definition of right-computability is recalled):

Theorem E. Let M be an oriented closed connected manifold. Then ‖M‖ is a
right-computable real number.

In contrast, the numbers α in Theorem B are not right-computable (Proposi-
tion 4.3) and thus, in particular, not algebraic, because every algebraic number
is computable [Eis12, Section 6]. The product of a computable number with a
number that is not right-computable is also not right-computable (Section 4.1).
Therefore, applying Theorem E proves Theorem B.

Organisation of this article

In Section 2, we prove the transcendence properties of the arccos-terms. In
Section 3, we solve the group-theoretic problem for the proof of Theorem D. In
Section 4, we prove Theorem E.

Acknowledgements

We would like to thank the anonymous referee for asking questions about the
Euler extension (which lead to a simplification of the treatment of Theorem D).

2 Some transcendental numbers

In this section, for n ∈ N≥0, we will investigate the transcendence of the follow-
ing real numbers

αn :=
24 · arccos(1− 2−n−1)

π
.

We will see that α0 = 8 and that αn is transcendental (over the algebraic
numbers) for every n ≥ 1.

2.1 Transcendence

As a first step, we show that the αn are transcendental for n ≥ 1, using Niven’s
theorem.

Theorem 2.1 (Niven [Niv56, Corollary 3.12]). Let trig ∈ {sin, cos} and let
x ∈ Q with trig(π · x) ∈ Q. Then trig(π · x) ∈ {0,±1/2,±1}.
Proposition 2.2. For every n ≥ 1, the number αn is transcendental over Q.

Proof. A consequence of the Gelfond-Schneider theorem [Lim17, Theorem 1]
says that for any real algebraic number x, the expression arccos(x)/π is either
rational or transcendental. Thus αn is either rational or transcendental. Assume
for a contradiction that αn were rational. Then, because cos(π/24 · αn) =
1− 2−n−1 is also rational, by Niven’s theorem (Theorem 2.1), we obtain

1− 1

2n+1
= cos

( π
24
· αn

)
∈ {0,±1/2,±1}.

However, this contradicts the hypothesis that n ≥ 1. Hence, αn must be trans-
cendental.
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2.2 Linear independence over the algebraic numbers

We will now refine Proposition 2.2, using Baker’s theorem.

Theorem 2.3 (Baker [Bak66]). Let Λ ⊂ {ln(α) ∈ C | α algebraic over Q} be
linearly independent over Q. Then Λ is linearly independent over the field of
algebraic numbers.

Proposition 2.4. Let P ⊂ N be the set of prime numbers. Then the se-
quence (αp−2)p∈P is linearly independent over the algebraic numbers.

For the prime p = 2 we compute that αp−2 = α0 = 24 arccos(1/2)
π = 8, which

is rational. Hence, Proposition 2.4 includes a proof that αp−2 is transcendental
for every odd prime p.

Proof. We will use Baker’s Theorem 2.3. Rewriting arccos as

arccos(z) = −i · ln
(
i · z +

√
1− z2

)
,

we see that

αp−2 =
24 · arccos(1− 2−p+1)

π
=
−24 · i
π

· ln(γp),

where

γp := i · 2p−1 − 1

2p−1
+

1

2p−1
·
√

2p − 1.

We will show in Claim 2.8 that for every finite set {p1, . . . , pk} of distinct primes
the family {ln(γpj )}j∈{1,...,k} is linearly independent over Q. As αp−2 is a uni-
form rescaling of ln(γp), this will imply by using Baker’s Theorem that this
family is also linearly independent over the algebraic numbers.

We will show the linear independence of {ln(γpj )}j∈{1,...,k} over Q in several
steps:

Claim 2.5. Let (mk)k∈N be a sequence of pairwise coprime positive integers.
Then, for every k ∈ N≥2, we have that

√
mk 6∈ Q[i,

√
m1, . . . ,

√
mk−1].

Proof. This follows from a classical result of Besicovitch [Bes40].

Claim 2.6. Let {p1, . . . , pk} be a finite set of distinct primes. Then

√
2pk − 1 6∈ Q[i,

√
2p1 − 1,

√
2p2 − 1, . . . ,

√
2pk−1 − 1]

Proof. For all primes p, q ∈ N with p 6= q, the Mersenne numbers 2p − 1 and
2q − 1 are coprime. We may conclude using the previous claim.

Claim 2.7. Let {p1, . . . , pk} be a finite set of distinct primes and let n ∈ N>0.
Then

γnpk 6∈ Q[i,
√

2pk−1 − 1,
√

2pk−2 − 1, . . . ,
√

2p1 − 1].
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Proof. We compute that

γnpk =
(
i · 2pk−1 − 1

2pk−1
+

1

2pk−1
·
√

2pk − 1
)n

=
1

2n(pk−1)
·
n∑
j=0

(
n

j

)
· in−j · (2pk−1 − 1)n−j · (2pk − 1)

j
2 .

We see that the terms contributing to
√

2pk − 1 are the terms where j is odd
and that there exist q1, q2 ∈ Q with

γnpk = in · (q1 + q2 · i ·
√

2pk − 1).

Assume for a contradiction that q2 were zero. Then γpk ∈ Q ∪ i · Q and
as |γpk | = 1 we obtain γnpk ∈ {±1,±i}. In particular, γpk is a root of unity.
Therefore, there exists an x ∈ Q with

γpk = cos(2π · x) + i · sin(2π · x).

According to Niven’s Theorem 2.1, by comparing with the definition of γpk , we
see that 2pk−1

2pk
∈ {0, 1

2 , 1}. But if pk is a prime, then this never happens. Hence,

q2 is non-zero, and so γnpk 6∈ Q[i,
√

2p1 − 1, . . . ,
√

2pk−1 − 1] by Claim 2.6.

Claim 2.8. Let {p1, . . . , pk} be a finite set of distinct primes. Then the corre-
sponding family {ln(γpj )}j∈{1,...,k} is linearly independent over Q.

Proof. Assume for a contradiction that this family were linearly dependent
over Q, whence over Z. Thus, there are integers ni ∈ Z, not all zero, such
that

ln(γn1
p1
· · · γnk

pk
) = n1 · ln(γp1) + · · ·+ nk · ln(γpk) = 0.

Without loss of generality we may assume that nk > 0. Hence,

γn1
p1
· · · γnk

pk
∈ {1 +m · 2πi | m ∈ Z}.

The left-hand side is algebraic over Q, but the right-hand side is only algebraic
if m = 0. Thus, we conclude that γn1

p1
· · · γnk

pk
= 1; in other words,

γnk
pk

= γ−n1
p1
· · · γ−nk−1

pk−1
.

Moreover, by construction, γ−n1
p1
· · · γ−nk−1

pk−1 ∈ Q[i,
√

2p1 − 1, . . . ,
√

2pk−1 − 1].
However, this contradicts Claim 2.7. Thus, ln(γp1

), . . . , ln(γpk) are linearly in-
dependent over Q.

This finishes the proof of Proposition 2.4.

3 Solving the group-theoretic problem

As the basic building block for our constructions we pick SL2(Z[1/2]) because
its low-degree (co)homology, its second bounded cohomology, and its quasi-mor-
phisms are already known to basically have the right structure.
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3.1 Basic properties of SL2(Z[1/2])
We collect basic properties of SL2(Z[1/2]) needed in the sequel; further infor-
mation on the (bounded) Euler class for circle actions can be found in the
literature [BFH16, Ghy87].

Proposition 3.1 (low-degree (co)homology of SL2(Z[1/2])).

1. The group SL2(Z[1/2]) is finitely presented.

2. The group H1(SL2(Z[1/2]);Z) is finite (and non-trivial).

3. The group SL2(Z[1/2]) does not admit any non-trivial quasi-morphisms.

4. We have H2
b (SL2(Z[1/2]);R) ∼= R and the bounded Euler class SL2(Z[1/2])euR

b

is a generator.

5. The evaluation map 〈SL2(Z[1/2])euZ, · 〉 : H2(SL2(Z[1/2]);Z)→ Z has finite
kernel and finite cokernel.

Proof. Ad 1. The group SL2(Z[1/2]) can be written as an amalgamated free
product of the form

SL2(Z[1/2]) ∼= SL2(Z) ∗Γ0(2) SL2(Z),

where Γ0(2) is the subgroup of SL2(Z) of those matrices whose lower left entry
is divisible by 2; this leads to an explicit finite presentation [Ser03, p. 81].

Ad 2. In particular, one obtains that H1(SL2(Z[1/2]);Z) ∼= Z/3 is fi-
nite [AN98, Proposition 3.1]. (Moreover, applying the Mayer-Vietoris sequence
to the decomposition in the proof of the first part allows to compute the coho-
mology H∗(SL2(Z[1/2]);Z) [AN98].)

Ad 3. This is one of many examples of groups acting on the circle with this
property [Cal09a, Example 5.38].

Ad 4. This is a result of Burger and Monod: The inclusion SL2(Z[1/2]) →
SL2(R) induces an isomorphism H2

cb(SL2(R);R)→ H2
b (SL2(Z[1/2]);R) [BM02a,

Corollary 24][BM19, Corollary 4]. Moreover, H2
cb(SL2(R);R) ∼= R, generated by

the bounded Euler class [BM02b].
Ad 5. We abbreviate Γ := SL2(Z[1/2]). Because Γ is finitely presented,

H2(Γ;Z) is a finitely generated Abelian group [Bro94, II.5]. Moreover, it has
been computed that H2(Γ;Q) ∼= Q [Mos80, Proposition 2.2]. Hence, H2(Γ;Z) is
virtually Z and it suffices to show that the evaluation 〈ΓeuZ, · 〉 : H2(Γ;Z)→ Z
is non-trivial.

As the space Q(Γ) of quasi-morphisms (modulo trivial quasi-morphisms) is
trivial, the comparison map cΓ : H2

b (Γ;R)→ H2(Γ;R) is injective [Cal09a, The-
orem 2.50]. In particular, ΓeuR = cΓ(ΓeuR

b ) is non-trivial inH2(Γ;R). Therefore,
by the universal coefficient theorem, also the evaluation 〈ΓeuZ, · 〉 : H2(Γ;Z)→
Z associated with the integral Euler class ΓeuZ ∈ H2(Γ;Z) is non-trivial.

3.2 Imitating the universal central extension

If Γ is a perfect group, then its universal central extension E is a perfect
group that satisfies H2(E;R) ∼= 0. The universal central extension of Γ can be
constructed as the central extension corresponding to the cohomology class ϕ
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in H2(Γ;H2(Γ;Z)) whose evaluation map 〈ϕ, · 〉 : H2(Γ;Z) → H2(Γ;Z) is the
identity map. Moreover, we may compute the quasimorphisms on E from
H2
b (Γ;R), which in turn allows us to compute the stable commutator length on E

using Bavard’s Duality Theorem [HL19b, Section 5]. The group SL2(Z[1/2]) is
not perfect, thus it does not have a universal central extension. Instead, we will
choose a central extension of SL2(Z[1/2]) that is able to play the same role in
our context.

Proposition 3.2. Let Γ be a finitely presented group with finite H1(Γ;Z),
let A be a finitely generated Abelian group, and let E be a central extension
group of Γ that corresponds to a class ϕ ∈ H2(Γ;H) such that the evaluation
map 〈ϕ, · 〉 : H2(Γ;Z)→ A has finite kernel and finite cokernel. Then:

1. The group E is finitely presented.

2. We have H1(E;R) ∼= 0 and H2(E;R) ∼= 0.

Proof. The central extension group E fits into a short exact sequence of the
form 1 // A // E // Γ // 1.

Ad 1. Because A is finitely generated, the central extension group E of Γ
by A is also finitely presented.

Ad 2. Because the extension is central, we have the associated exact sequence

H1(E;Z)⊗Z A // H2(E;Z) // H2(Γ;Z)
β
// A // H1(E;Z) // H1(Γ;Z) // 0

by Eckmann, Hilton, and Stammbach [EHS72, (1.4) and Theorem 2.2], where

β : H2(Γ;Z)→ A

α 7→ 〈ϕ, α〉.

By assumption, β has finite cokernel and H1(Γ;Z) is finite. Hence, H1(E;Z)
is finite and therefore also the left-most term H1(E;Z) ⊗Z A is finite. As β
has finite kernel, this implies that H2(E;Z) is finite. Applying the universal
coefficient theorem, shows that H2(E;R) ∼= H2(E;Z)⊗Z R ∼= 0.

With these preparations, we can now give a proof of Theorem D:

Proof of Theorem D. We only need to combine Propositions 3.1 and 3.2. As Γ̃
is finitely generated, H1(Γ̃;R) ∼= 0 implies that H1(Γ̃;Z) is finite.

3.3 More on almost universal extensions

Let us mention that the same procedure as in the previous proofs also works in
other, similar, situations:

Setup 3.3. Let Γ be a group with a given orientation preserving continuous
action on S1 with the following properties:

• The group Γ is finitely presented.

• The group H1(Γ;Z) is finite.

• The group Γ does not admit any non-trivial quasi-morphisms.
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• We have H2
b (Γ;R) ∼= R and the bounded Euler class ΓeuR

b is a generator.

In this situation, we denote the central extension group of Γ associated with the
Euler class ΓeuZ ∈ H2(Γ;Z) by Γ̃.

We have already seen in the previous propositions that SL2(Z[1/2]) fits
into this setup. Another prominent example is Thompson’s group T , which
is even perfect; the condition on H2

b follows from explicit cohomological com-
putations [HL19b, Proposition 5.6], based on calculations by Ghys and Sergi-
escu [GS87].

Proposition 3.4. Let Γ be as in Setup 3.3. Then:

1. The evaluation map 〈ΓeuZ, · 〉 : H2(Γ;Z)→ Z is non-trivial.

2. Let H := H2(Γ;Z), let m ∈ N>0 be a generator of im〈ΓeuZ, · 〉 ⊂ Z (which
is non-zero by the first part), and let ε := 1/m · 〈ΓeuZ, · 〉 : H → Z. Then
there exists a ϕ ∈ H2(Γ;Z) with

H2(idΓ; ε)(ϕ) = ΓeuZ and 〈ϕ, · 〉 = m · idH .

3. Let E be the central extension group of Γ associated with ϕ. Then there
exists an epimorphism ψ : E → Γ̃ with ψ|H = ε : H → Z and kerψ ⊂ H.

Proof. Ad 1. This is the same universal coefficient theorem argument as in the
last part of (the proof of) Proposition 3.1.

Ad 2. By the naturality of the short exact sequence in the universal coeffi-
cient theorem, we have the following commutative diagram with exact rows:

0 // Ext1
Z
(
H1(Γ;Z), H

)
//

Ext1(id;ε)

��

H2(Γ;H)
ϕ7→〈ϕ, · 〉

//

H2(idΓ;ε)

��

HomZ(H,H) //

f 7→ε◦f
��

0

0 // Ext1
Z
(
H1(Γ;Z),Z

)
// H2(Γ;Z)

ϕ7→〈ϕ, · 〉
// HomZ(H,Z) // 0

The left vertical arrow is an epimorphism because ε is an epimorphism and the
exactness properties of Ext over the principal ideal domain Z. Moreover, the
right vertical arrow maps m · idH to m · ε = 〈ΓeuZ, · 〉. A short diagram chase
therefore proves the existence of the desired class ϕ ∈ H2(Γ;H) (e.g., using the
four lemma [ML95, Lemma I.3.2]).

Ad 3. Because the extension classes are related via H2(idΓ; ε)(ϕ) = ΓeuZ,

there exists a group homomorphism ψ : E → Γ̃ with ψ|H = ε that induces the
identity on Γ:

1 // Z // Γ̃ // Γ // 1

1 // H //

ε

OO

E //

ψ

OO

Γ // 1

As ε : H → Z is an epimorphism also ψ : E → Γ̃ is an epimorphism. By con-
struction, kerψ ⊂ H.
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Corollary 3.5. Let Γ be as in Setup 3.3, let H := H2(Γ;Z), and let E be
the central extension group of Γ associated with the class ϕ ∈ H2(Γ;H) of
Proposition 3.4. Then:

1. The group E is finitely presented and H2(E;R) ∼= 0.

2. The epimorphism ψ : E → Γ̃ of Proposition 3.4 induces an isomorphism

Q(ψ) : Q(Γ̃)→ Q(E)

[f ] 7→ [f ◦ ψ]

and both spaces are one-dimensional. Here, Q denotes the space of quasi-
morphisms modulo trivial quasi-morphisms.

3. In particular, sclE([E,E]) = sclΓ̃([Γ̃, Γ̃]) as subsets of R.

Proof. Ad 1. This follows directly from Proposition 3.2.
Ad 2. We will use bounded cohomology in degree 2 to derive the statement

on quasi-morphisms; we consider the commutative diagram

0 // Q(Γ̃)
δ //

Q(ψ)

��

H2
b (Γ̃;R)

c2
Γ̃ //

H2
b (ψ;R)

��

H2(Γ̃;R)

H2(ψ;R)

��

0 // Q(E)
δ
// H2

b (E;R)
c2E

// H2(E;R)

with exact rows.
By construction, the kernel of the epimorphism ψ : E → Γ̃ lies in the Abelian

group H and thus is amenable. By the mapping theorem in bounded cohomol-
ogy [Gro82, p. 40][Iva85, Theorem 4.3], the induced map H2

b (ψ;R) : H2
b (Γ̃;R)→

H2
b (E;R) is an isomorphism.

Because H2(E;R) ∼= 0, we also have H2(E;R) ∼= 0. Therefore, δ : Q(E) →
H2
b (E;R) is an isomorphism.

We now show that also δ : Q(Γ̃) → H2
b (Γ̃;R) is an isomorphism: By the

mapping theorem in bounded cohomology, the extension projection π̃ : Γ̃ →
Γ induces an isomorphism H2

b (π̃;R) : H2
b (Γ;R) → H2

b (Γ̃;R). As H2
b (Γ;R) is

generated by the bounded Euler class, also H2
b (Γ̃;R) is one-dimensional and

generated by
ẽu := H2

b (π̃;R)(ΓeuR
b ).

By naturality of the comparison map, we obtain that

c2
Γ̃
(ẽu) = H2(π̃;R)(ΓeuR).

By construction of the central Euler class extension Γ̃, we haveH2(π̃;Z)(ΓeuZ) =

0 ∈ H2(Γ̃;Z). Therefore, H2(π̃;R)(ΓeuR) = 0 and so c2
Γ̃
(ẽu) = 0. This shows

that δ : Q(Γ̃)→ H2
b (Γ̃;R) is an isomorphism.

Now commutativity of the left square in the diagram above shows that
Q(ψ) : Q(Γ̃)→ Q(E) is an isomorphism.
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Ad 3. Let [f ] ∈ Q(Γ̃) ∼= R be a homogeneous generator, which exists by
the second part; then [f ◦ ψ] is a homogeneous generator of Q(E). Bavard
duality [Bav91][Cal09a, Theorem 2.70] implies that for all g ∈ [E,E], we have

sclE(g) =

∣∣f ◦ ψ(g)
∣∣

2 ·DE(f ◦ ψ)
=

∣∣f(ψ(g))
∣∣

2 ·DΓ̃(f)
= sclΓ̃

(
ψ(g)

)
;

the defects in the denominators are equal because ψ is an epimorphism. Again,
because ψ is an epimorphism, we conclude that sclE and sclΓ̃ have the same
image in R.

4 Right-computability of simplicial volumes

We now turn to right-computability of the numbers occuring as simplicial vol-
umes. After recalling basic terminology in Section 4.1, we will prove Theorem E
in Section 4.2.

4.1 Right-computability

We use the following version of (right-)computability of real numbers, which is
formulated in terms of Dedekind cuts. For basic notions of (recursive) enumer-
ability, we refer to the book of Cutland [Cut80].

Definition 4.1 (right-computable). A real number α is right-computable if the
set {x ∈ Q | α < x} is recursively enumerable. We say that α is computable if
both {x ∈ Q | α < x} and {x ∈ Q | α > x} are recursively enumerable.

Further information on different notions of one-sided computability of real
numbers can be found in the work of Zheng and Rettinger [ZR04].

There are only countably many recursively enumerable subsets of Q and thus
the set of right computable and computable numbers is countable.

We collect some easy properties:

Lemma 4.2.

1. If α, β ∈ R≥0 are right-computable and non-negative, then so is α · β ∈ R.

2. If α ∈ R≥0 is a real number and c ∈ R>0 a computable number such that
c · α is right-computable, then α is right-computable.

Proof. For the first part we observe that if α, β ≥ 0, then {x ∈ Q | α < x} · {y ∈
Q | β < y} = {z ∈ Q | α · β < z}.

For the second part, let α ∈ R≥0 be such that c · α is right-computable,
where c is computable. Since c is computable and positive, so is c−1, thus c−1

is in particular right-computable. Hence α = c−1 · (c · α) is the product of
non-negative right-computable numbers and thus right-computable.

To a subset A ∈ N we associate the number xA :=
∑
n∈N 2−n. We relate the

(right-)computability of xA to the computability of A as a subset of N, following
Specker [Spe49].

Proposition 4.3. Let A ⊂ N and let xA be defined as above. Then:
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1. If the set A is recursively enumerable, then xA is left-computable and
2− xA = xN\A is right-computable.

2. The set A is recursive if and only if xA is computable.

3. If A is recursively enumerable but not recursive, then xA is not right-
computable.

Proof. The first two items are classical results of Specker [Spe49]. To see item 3,
let A be recursively enumerable but not recursive. Assume that xA is right-
computable. By item 1, xA is then also left-computable. Thus, xA is both left-
and right-computable, whence computable. But by item 2 this implies that A
is recursive, which contradicts our assumption.

Lemma 4.4. Let f : N → N be a function with the following property: The
set {(m,n) ∈ N× N | f(m) ≤ n} ⊂ N× N is recursively enumerable. Then

inf
m∈N>0

f(m)

m

is right-computable.

Proof. Set S := {(m,n) ∈ N× N | f(m) ≤ n} and observe that

inf
m∈N>0

f(m)

m
= inf

(m,n)∈S

n

m
.

There is a Turing machine that, as input, takes a rational number and then
enumerates all rational numbers above it. We may diagonally use this Turing
machine and the enumeration of S to enumerate the set{

x ∈ Q
∣∣∣ ∃(m,n)∈S

n

m
< x

}
=
{
x ∈ Q

∣∣∣ inf
m∈N>0

f(m)

m
< x

}
.

Thus indeed infm∈N>0

f(m)
m is right-computable.

4.2 Proof of Theorem E

Let M be an oriented closed connected manifold and d := dimM . Then M
is homotopy equivalent to a finite (simplicial) complex T [Sie68, KS69]; let
f : M → |T | be such a homotopy equivalence and for a commutative ring R
with unit, let

[T ]R := Hd(f ;R)
(
[M ]R

)
∈ Hd

(
|T |;R

)
.

If R is a normed ring, then we write ‖ · ‖1,R for the associated `1-semi-norm
on Hd(|T |;R). Because f is a homotopy equivalence, we have

‖M‖ =
∥∥[M ]R

∥∥
1,R =

∥∥[T ]R
∥∥

1,R.

Moreover, the `1-semi-norm with R-coefficients can be computed via rational
coefficients [Sch05, Lemma 2.9]:

‖M‖ =
∥∥[T ]R

∥∥
1

=
∥∥[T ]Q

∥∥
1,Q = inf

m∈N>0

∥∥m · [T ]Z‖1,Z
m

.

The function m 7→ ‖m · [T ]Z‖1,Z satisfies the hypothesis of Lemma 4.4 (see
Lemma 4.5 below). Applying Lemma 4.4 therefore shows that the number ‖M‖
is right-computable.
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Lemma 4.5. In this situation, the subset{
(m,n) ∈ N× N

∣∣ ‖m · [T ]Z‖1,Z ≤ n
}
⊂ N× N

is recursively enumerable.

Proof. We can use a straightforward enumeration of combinatorial models of
cycles [Löh18, proof of Corollary 5.1]:

First, Hd(|T |;Z) is isomorphic to the simplicial homology Hd(T ;Z) of T .
Therefore, we can (algorithmically) determine a simplicial cycle z on T that
represents the class [T ]Z; this cycle can also be viewed as a singular cycle on |T |.

Inductive simplicial approximation of singular simplices shows that for every
singular cycle c ∈ Cd(|T |;Z), there exists a singular cycle c′ ∈ Cd(|T |;Z) with
the following properties:

• The cycles c and c′ represent the same homology class in Hd(|T |;Z).

• The chain c′ is a combinatorial singular chain, i.e., all singular simplices
in c′ are simplicial maps from an iterated barycentric subdivision of ∆d

to an iterated barycentric subdivision of T .

Here, each singular simplex in c′ is the simplicial approximation of a singu-
lar simplex in c. In particular, in general, the image of a singular simplex
in c′ might touch several simplices of T and might pass them several times.

• We have |c′|1 ≤ |c|1.

This allows us to restrict attention to such combinatorial singular chains. More-
over, the following operations can be performed by Turing machines:

• Enumerate all iterated barycentric subdivisions of T and ∆d.

• Enumerate all simplicial maps between two finite simplicial complexes.

• Hence: Enumerate all combinatorial singular Z-chains of T .

• Check, for givenm ∈ N, whether a combinatorial singular Z-chain on T is a
a cycle and represents the class m · [T ]Z in Hd(|T |;Z) (through comparison
with the corresponding iterated barycentric subdivision of z in simplicial
homology).

• Compute the 1-norm of a combinatorial singular Z-chain.

In summary, we can enumerate the set {(m, c) | m ∈ N, c ∈ C(m)}, where C(m)
is the set of all combinatorial Z-cycles of T that represent m · [T ]Z in Hd(|T |;Z).

We now consider the following algorithm: Given m,n ∈ N, we search for
elements of 1-norm at most n in C(m).

• If such an element is found (in finitely many steps), then the algorithm
terminates and declares that ‖m · [T ]Z‖1,Z ≤ n.

• Otherwise the algorithm does not terminate.

From the previous discussion, it is clear that this algorithm witnesses that
the set {(m,n) ∈ N× N | ‖m · [T ]Z‖1,Z ≤ n} is recursively enumerable.
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This completes the proof of Theorem E.

Remark 4.6. It should be noted that the argument above is constructive enough
to also give a slightly stronger statement (similar to the case of integral simpli-
cial volume [Löh18, Remark 5.2]): The function from the set of (finite) simplicial
complexes (with vertices in N) that triangulate oriented closed connected man-
ifolds to the set of subsets of Q given by

T 7→ ‖ |T | ‖

is semi-computable (and not only the resulting individual real numbers) in the
following sense: There is a Turing machine that given such a triangulation T
and x ∈ Q as input

• halts if ‖ |T | ‖ < x and declares that ‖ |T | ‖ < x,

• and does not terminate if ‖ |T | ‖ ≥ x.

But it is known that this function is not computable [Wei05, Theorem 2, p. 88].
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