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Abstract
Data-driven systems and machine learning-based decisions are becoming increasingly important and are having an impact on our everyday lives. The prerequisite for this is good data quality, which must be ensured by preprocessing the data. However, a number of challenges arise in the process. These include the results of the process in terms of data quality, e.g., combating bias and ensuring fairness, and the preprocessing process itself. Here, human involvement and the lack of intelligent solutions and applications for domain experts without in-depth IT knowledge play a major role. This paper summarizes these challenges and provides an overview of the current state of the art. It proposes the design of a holistic tool, along with the necessary tasks to overcome these challenges and to support data preprocessing.
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1. Introduction

With the increasing amount of data, the quality of data is decreasing [1]. However, data-driven systems increasingly influence our everyday lives and support us in making decisions [2]. This ranges from search and recommendation services to medical diagnosis, hiring and loans decisions [1, 3]. Thereby, the quality of the decisions depends on the quality of the data [4], which makes ensuring data quality a key issue in big data management and an important aspect of almost every data-driven project [5, 6]. In order to ensure the quality of the data, it is necessary to preprocess them. This preprocessing possesses a number of challenges that will have to be solved by the data management community in the future.

In this paper, we highlight the challenges currently encountered in data preprocessing, with regard to the requirements for the results of the process and the process itself. To address these challenges, we propose the design of a holistic tool and present several tasks that need to be addressed for this purpose in future studies.

The rest of the paper is structured as follows. Section 2 describes the challenges facing data preprocessing. Section 3 depicts the current state of the art. Section 4 presents the necessary tasks that must be addressed in future work to achieve a holistic tool to support data preprocessing. Finally, section 5 summarizes the paper.

2. Challenges of Data Preprocessing

Data preprocessing, also referred to as data wrangling, data engineering or data preparation, is necessary to ensure data quality. This includes among other steps data profiling, data cleaning, data transformation [7], and data integration. Especially data cleaning is important to improve machine learning based solutions, as shown in [8] and [9]. Thus, we focus mostly on this task in the paper. Data cleaning consists mainly of two components: Error detection and error repairing [10], whereby a distinction can be made between classical approaches and those based on machine learning [7]. Error detection is done e.g. by integrity constraints like functional dependencies or denial constraints, error repairing is done e.g. by domain experts or by using reference data sets [10]. Error repairing is often more difficult because the use of domain experts is time-consuming and expensive, and reference data sets are usually not available in sufficient quality [10]. Hence, data cleaning is a continuous process, the evaluation of which is essential for good quality data [10]. The aspects and challenges of data quality are described in the following section 2.1. Subsequently, the challenges related to the preprocessing process itself are presented in section 2.2.

2.1. Data Quality

Data of good quality is a prerequisite for data analysis and machine learning, which is why the results of data preprocessing must be ensured in terms of quality [11]. Although the definition of data quality varies in the literature, it is undisputed that data quality depends on many different factors and does not only concern accuracy.

In [12], different data quality aspects and definitions
were more likely than men not to report their gender. There are various other examples of this, making it clear that ways to improve data quality and control bias are an important aspect of data preprocessing [3].

Another important aspect, which has also gained increasing attention in recent years, is the evaluation of data quality in terms of bias and fairness. If a prediction uses a data set that is not representative of the entire population for which predictions are being made, there is a bias in the data [2]. This goes hand in hand with the aforementioned fitness of the data. In addition, prejudices, preconceptions, and various historical perceptions may be contained in data [2]. This problem is amplified when biased data are used for algorithms whose consequently biased output is in turn used for further predictions [2].

Bias can also be introduced into the data through preprocessing. This can be caused by several variants during the data cleaning or data filtering step, such as an accidental introduction of bias by methods for missing value imputation, as shown in [3]. The example presented here considers a form that offers a binary gender choice, and the option of not specifying gender. Suppose about half of the respondents were women and half men, but women were more likely than men not to report their gender and some respondents would also identify themselves as non-binary. If mode imputation were applied now, all unspecified values would be set as male, thus skewing the distribution and even excluding non-binary individuals. There are various other examples of this, making it clear that ways to improve data quality and control bias are an important aspect of data preprocessing [3].

2.2. Workflow Properties

In addition to the challenges posed by data quality, practitioners face many challenges in the data preprocessing workflow itself. In [14], the results of a user survey of data analysts and infrastructure engineers show that data cleaning is time-consuming and needs human involvement. Participants described data cleaning as an iterative approach in which evaluation is not automated but merely ad-hoc. In addition, a discrepancy emerged between the data analysts and the infrastructure engineers, who define data quality differently. While the engineers tended to look at errors in data at the syntactic level, e.g., incorrect schemas or inconsistencies, that require a precise definition of the errors, analysts tended to investigate semantic errors through domain expertise, which is more difficult to translate into clear rules.

A variety of tools exist to automate data cleaning. In [15], the authors examined multiple tools using real-world data sets. The results of the examination show that there is no single dominant tool, as most tools are only suitable for a certain type of error, while a variety of different errors occur in real-world data. A holistic multi-tool strategy improved the results, but still failed to achieve acceptable error coverage. The authors thus also emphasize the need for human involvement. Further, they highlight the need for real-world data sets for the development and testing of new approaches as well as advances in combination of data cleaning tools.

Data cleaning tools were also investigated in [16] and a survey was conducted for this purpose. The results show that most tools already require a preprocessed and cleaned data set as input, e.g., with uniform delimiters or the same number of fields per row. It is also shown here that human involvement is necessary, both domain knowledge and IT-knowledge are required for the usability of the tools. As in [15], the lack of intelligent solutions is addressed and the need for automated data preparation tasks and pipelining is highlighted.

As mentioned earlier, the increasing amount of data generates additional challenges to data preprocessing, especially in terms of volume and variety, also shown in [1]. It is noted here that due to the ever-increasing amount of data, quality is compromised and also many data cleaning tools do not scale sufficiently. In terms of variety, the challenges not only arise from diverse data formats but also from the variety of different errors. Moreover, repairing the data is difficult due to different constraints and can also possibly lead to new errors. The need for domain experts is underlined here as well.

Another important aspect is to create metadata during preprocessing and to track and document data provenance [17]. The latter is especially important for reproducibility. The terminology is not standardized [18], so we adopt ACM’s definition [19]. It states that an exper-
ment is reproducible if a different team with the same measurement procedure and setup can obtain the measurements under the same operational conditions.

In [20], the iterative nature of data preprocessing is mentioned as a particular challenge for the reproducibility of such pipelines. Furthermore, it is described that it is important to understand data lineage in order to ensure reproducibility. This also includes the identification of errors and the possibilities of a rollback, using data lineage.

The importance of reproducibility is also emphasized in [21], and with it the need for new algorithms to be comparable. It also states that the reproducibility of data preprocessing in particular has so far received little attention, compared to other areas. So the importance of a well-defined data preprocessing process is highlighted.

3. State of the Art

In this chapter, we describe the current state of the art in data preprocessing tools. A number of tools already exist, some of which have been studied in [16]: Altair Monarch Data Preparation1, Paxata Self Service Data Preparation2, SAP Agile Data Preparation3, SAS Data Preparation4, Tableau Prep5, Talend Data Preparation6, and Trifacta Wrangler7. Initially, 42 commercial tools were selected, of which these seven were chosen based on following criteria: Tools specific to the data preprocessing task, comprehensive coverage of 40 features, guides and documentation, availability of a trial version, a GUI, and customer support. The evaluation of the seven tools based on three data sets and 40 features, classified into the following six categories: data discovery, data validation, data structuring, data enrichment, data filtering, and data cleaning. The results show that there is no tool that can cover all these features. As described in section 2.2, all tools require a pre-processing as well, and the authors describe data preprocessing as a mainly manual task performed by domain experts with data engineering knowledge.

Other systems for data cleaning are described also in literature, some of which are mentioned in [22]. BoostClean [23] detects and repairs domain value violations. As input, it requires a relational table, libraries of functions for detecting and repairing errors, and a user-specified classifier training procedure. The system relies on boosting to maximize the performance of a down-stream machine learning model. HoloClean [24] is a system for automatic error repair that uses, in addition to the data set to be cleaned, integrity constraints, external data, and matching dependencies as input to create a probabilistic model, which suggests a cleaned data set based on statistical learning and probabilistic inference. HoloDetect [25], an error detection system, is related to this. In addition to the data set to be cleaned, a training data set and optional denial constraints are required as input. Through data augmentation, the training data set is expanded and a machine learning model is trained that classifies whether a cell is faulty or not. Raha [26] and Baran [27] are systems for error detection and error repairing, respectively. They do not require configuration and thus reduce human involvement. Instead, the configuration is done automatically. Raha is based on clustering to train a binary classifier that predicts for each cell whether it is clean or dirty. Baran can subsequently be used for error repairing. In an optional offline phase, external sources with value-based corrections can be used to pre-train error corrector models. In the online phase, the error corrector models are updated and used to generate potential corrections where a binary classifier predicts if it is an actual correction. TFX [28] is a machine learning platform with data analysis and data validation capabilities. It relies on a schema to detect errors and suggest possible fixes. Further, the schema and its different versions can be used to analyze the evolution of the data.

However, even if especially Raha and Baran reduce human involvement, it is mostly needed in the other tools and IT knowledge is partly necessary in addition to domain knowledge. Moreover, none of these systems can be considered a holistic tool for data preprocessing. They focus only on a certain aspect of data cleaning (e.g., only error detection) and only on certain types of errors (e.g., domain value violations). The evaluation is mostly done on only one or a few aspects of data quality (mostly accuracy), fairness for example is not considered in any of the systems, neither is reproducibility. Moreover, they are only suitable for tabular data; semi-structured or unstructured data cannot be used. Yet there is an increasing number of formats like JSON or text data. The data quality of semi-structured and unstructured data need to be better explored in the future [29].

4. Holistic Data Preparation Tool

In line with the challenges described in section 2, we now outline tasks that the community will have to address in the future. We propose the design of a holistic tool to support domain experts in data preprocessing, which must overcome the challenges mentioned.

---

1https://www.altair.com/monarch/
5https://www.tableau.com/products/prep
4.1. Data Quality

In section 2.1, we described the challenges that arise in connection with data quality. Here we see the following tasks:

Ensuring fairness and explainability  As mentioned in section 2.1, data quality plays an essential role. Combating bias and ensuring fairness are an important aspect of preprocessing. This especially applies to automated solutions [3]. Therefore, we would particularly like to highlight the need for such a tool to help data scientists identify biases and unfairness present in the data or arising during preprocessing. For the former, there should be tool support for extensive testing; for the latter, the data changes need to be measured as described in [4]. To date, there are no standard methods for measuring data changes. Developing appropriate metrics and descriptions are important research topics in future studies [4].

The same applies to explainability, an issue often associated with fairness. Even though many studies consider the explainability of machine learning models themselves, many decisions that affect the behavior of the models are made in preprocessing [30]. Logging and measuring data changes through benchmarks and analysis of algorithm characteristics can help establish explainability and examine preprocessing steps in terms of introducing bias [4]. Moreover, consumer labels such as those envisioned for machine learning models in [31] could also support combating bias and ensuring fairness and explainability [4].

Nevertheless, the topic of fairness is a very complex one and difficult to grasp. For example, in [32], almost twenty different types of bias were presented. Moreover, most fairness metrics do not consider the social consequences of decisions based on predictions by machine learning models [2]. In [33], it is argued that current fairness metrics and research in ethical AI are not sufficient. Many practical issues need to be considered, several of which have been presented here. Nevertheless, the proposed approaches will provide initial help to address this complex issue, since social-minded measures are crucial for data quality.

Comprehensive integrated evaluation  As described in section 2, the evaluation of preprocessing is usually difficult, especially due to its iterative nature. According to the before mentioned aspect to ensure fairness and measure data changes, we propose a comprehensive evaluation related to all dimensions of data quality, described in [11] and presented in this paper in section 2.1.

- Availability: Data accessibility comes into play before preprocessing and is therefore not considered here. With regard to timelessness, checks can be made according to the arrival time and intervals of the data.
- Usability: To ensure credibility, in addition to verification by domain experts, automated checks could be made according to the range of data or accepted values.
- Reliability: At this point, an evaluation according to precision and recall could take place as well as the examination of integrity constraints and functional dependencies and the adherence to formats. For recall and precision ground truth is required, but often not available.
- Relevance: Whether data is suitable for a use case primarily depends on the goal of the analysis or prediction and must be assessed by a domain expert. This expert can be supported in the decision-making process by providing automated information about the distribution of the data, warning of protected features and fairness metrics. As explained above, an audit based on fairness metrics is not sufficient for an assessment according to ethical AI, but it would be a starting point to counteract unfairness and bias. Measuring changes in data can further support this, as well as the consumer labels mentioned.
- Presentation Quality: This also requires human involvement and can be supported by automated checks based of certain standards and specifications.

In order to take a first step in this direction and to create a basis for working on the aspects mentioned above, we are extending the data generator implemented as part of the EvoBench project [34]. Since data sets are essential for testing new approaches, we aim to generate test data for evaluating data preparation pipelines. Therefore, we generate targeted data sets with specific error types that can be used to run tests and evaluate approaches.

4.2. Workflow Properties

In section 2.2, we described the challenges currently facing the preparation process itself. In this context, we see the following tasks:

High-level application and abstraction from IT-knowledge  One of the most frequently cited challenges relates to human involvement and required user expertise. Human involvement by domain experts is indispensable in data preprocessing. To make their work as easy as possible and to overcome the aforementioned discrepancy between data analysts and infrastructure engineers, domain experts must be able to use tools without in-depth IT-knowledge.
Hence, we suggest that the tool should have high-level functions that can be applied without IT knowledge. First approaches in this direction could be:

- Visual and interactive approaches
- Approaches based on natural language processing
- Example-oriented approaches

These are intended to help select the appropriate preprocessing method according to the data and the objective and provide an intelligent guidance for data cleaning. To support users in choosing the appropriate preprocessing methods, the aforementioned consumer labels [31] are conceivable, for example.

Minimizing human involvement

Even though human involvement is indispensable, it is very expensive. Therefore, the manual effort of data preprocessing must be reduced as much as possible. This underlines the need for intelligent and automated solutions that combine individual tools in a pipeline and optimize it, as referred to in [15] and [16].

For this purpose, the usage of machine learning techniques is conceivable, for example. This could be applied to automatically predict the default configuration settings of tools and pipelines, similar to the automated tuning of database systems, e.g. in [35]. Raha [26] and Baran [27] are, as described, first such approaches in this direction. Alternatively, the use of dictionaries or knowledge stores could be a possible solution.

Data Lineage

In the challenges mentioned in section 2.2 the need for data lineage and the associated reproducibility of data preprocessing was emphasized. For this reason, the proposed tool should provide data lineage tracking capabilities, as well as rollback capabilities. Despite the iterative nature of data preprocessing, in addition to being measured, changes must be tracked and, if necessary, reversed. Furthermore, results of the preprocessing pipeline ought to be reproducible. This once again highlights the need for tracking data lineage, as the raw data and ready preprocessed data alone are not sufficient for reproducibility, as shown in [21].

This means that in addition to these data, the preprocessing process itself also needs to be documented and a description must be provided which algorithms were used to modify data and which parameters were applied.

One of the next research questions we want to explore will be how best to accomplish this.

Scalability

In section 2.2, the challenges posed by growing data volumes have been described. To cope with the increasing amount of data and the resulting challenges mentioned, the proposed tool and algorithms used need to be scalable. As described in [1], this is not the case with most current tools.

Support of semi-structured and unstructured data

As described in section 3, most tools are only suitable for relational data. The data quality of semi-structured and unstructured data needs to be better explored as well as tools developed for such data formats.

This will also be one of the research questions that we want to investigate next.

5. Conclusion and Future Work

In this paper, we have identified the challenges that arise in data preprocessing and, depending on them, presented a series of tasks that need to be addressed in future work. For maximum benefit, the different aspects must be combined, which is why we have proposed the concept of a holistic tool.

Furthermore, to produce a holistic data preparation tool, we intend to investigate the following research questions in future work:

- Which preprocessing algorithms are suitable for which data?
- Which of these algorithms are covered by which existing tools?
- What is the most efficient way to combine different data preprocessing tools in a pipeline in terms of accuracy and to minimize false positives?
- How can the pipeline be evaluated automatically, with respect to all the aspects of data quality mentioned above?
- How can the data quality of semi-structured and unstructured data be ensured?
- How can data changes be reliably measured?
- What measures need to be taken to detect bias in the data and counteract unfairness?
- How can data lineage, especially in iterative processes, be reliably tracked and reproducibility ensured?
- How can machine learning be used to automatically preprocess data or generate suggestions for domain experts?
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