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PROMISING EXPERIMENTAL TECHNIQUES
Chapter 4

Linear and Non-linear Optical Techniques to Probe Ion Profiles at the Air–Water Interface

Hubert Motschmann* and Patrick Koelsch†

Aqueous ions at interfaces play a substantial role in numerous processes in our environment. The diversity of ion-specific phenomena has been extensively investigated both theoretically and experimentally, and has expanded our knowledge about ion-specific effects. In particular, the in situ application of novel experimental tools such as non-linear optical spectroscopic techniques has led to a more detailed picture of interfacial ion profiles. Among these, second-harmonic-generation (SHG) spectroscopy and sum-frequency-generation (SFG) spectroscopy have emerged in recent years as suitable methods for characterizing aqueous interfaces. The selection rules for SHG and SFG dictate that a signal can only be generated in a non-centrosymmetric environment, effectively resulting in the suppression of isotropic bulk signal. This feature makes non-linear spectroscopy inherently surface-specific with submonolayer resolution, allowing for the tracking of subtle modifications in the interfacial layer. Being all optical techniques, SHG and SFG are also non-invasive and applicable under aqueous conditions, making them suitable for in situ characterization of ions at the air–water interface. In this chapter, an overview is given about linear and especially non-linear optical techniques used to investigate ions at charged and uncharged air–water interfaces. The theoretical background of non-linear optics is briefly reviewed and some recent experimental results are critically examined.

1. Introduction

Various manifestations of specific ion effects in physicochemical and biological systems have been discussed. For instance, the solubility of small
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molecules such as benzene in aqueous solution depends strongly on the
type of the added salts as demonstrated in the work of McDevit et al.\textsuperscript{1}
All salting-in and salting-out effects are strongly influenced by the pre-
ence and the nature of the dissolved electrolytes. The solubility of proteins
in aqueous solutions is governed by electrolytes in an ion specific fashion.\textsuperscript{2}
The catalytic activity of certain enzymes depends strongly on the nature of
the salts. Pinna \textit{et al}.\textsuperscript{3} studied the hydrolytic activity of Aspergillus Niger
Lipase and found that the activity is determined by the concentration and
the nature of the dissolved electrolytes. The analysis of all these phenomena
leads to the Hofmeister sequence of ions and its existence and widespread
applicability suggests an underlying common principle.

Obviously, ions are not simple charged hard spheres. If so, ions with
comparable diameter and valence should behave in a similar fashion, but
that is not the case. However, why do ions act in a specific way? Are we
able to identify a single parameter which can predict how a salt solution
behaves in a certain experiment?

The answers which are discussed in this book are based on the follow-
ing three concepts. The first one introduces ion specificity through collec-
tive dispersion type interactions; an ion specificity is thereby obtained by
the explicit consideration of the size and the polarisability of the ions.
Based on molecular dynamics (MD) simulation with polarisable force
fields, Jungwirth and Tobias\textsuperscript{4} state that induction interactions close to the
free surface may be responsible for the preference of heavier ions at inter-
facial solvation sites. The asymmetric, incomplete solvation shell induces a
sizable dipole on the anion at the interface, which is assumed to be the driv-
ing force for the interfacial propensity of the ions. MD simulation provides
a very detailed picture of the interfacial architecture; however, the results
depend strongly on the interaction potentials which are not exactly known.
Hence, experiments are needed to verify the predictions. Indeed, this task
is challenging and many sophisticated surface analytical techniques, even
when pushed to the limits, may still yield only inconclusive results.

The second concept used for the interpretation of ion specificity
focuses on the impact of the ion on the water structure. It is assumed
that the ions distort the hydrogen bonding network leading to a particu-
larly apt description of structure-breaking and structure-making ions. This
should reflect the impact of the ions on the long range structuring of water.
However, convincing experimental and theoretical evidence is missing. In
contrast, there are strong experimental arguments against such a picture.
Smith et al.\textsuperscript{5} analysed Raman spectra of water OH vibrations in potassium halide solutions. The spectral signature of the OH vibrational band is sensitive to details of the hydrogen-bonding network. Spectra of fluoride solutions are blue-shifted compared with neat water, whereas solutions of the heavier halides are red-shifted. These effects were previously explained in the framework of the structure-making and structure-breaking abilities. However, Monte Carlo simulations revealed that these perturbations are largely confined to the first solvation shell. Mancinelli et al.\textsuperscript{6} identified further contradictions of the structure-maker/structure-breaker concept based on neutron diffraction study of NaCl and KCl solutions. Both cations are commonly classified as water structure-breakers, however, the analysis of the neutron diffraction experiment does not support this finding, instead pronounced differences in the solvation shell of both ions have been found. The sodium ions are more tightly solvated and more disruptive to water–water correlation as compared to potassium. So again, a suggestive picture is not really supported by experiments.

Last but not least, the idea of a specific chemical interaction has been proposed that leads to the formation of contact ion pairs, which is assumed to control the ion binding to proteins and their solubility. Kim Collins\textsuperscript{7} introduces the law of matching water affinities that interprets the majority of ion specific effects, such as the formation of inner contact ion pairs. Here the driving force is not a specific chemical interaction between the oppositely charged ions; instead it is the consequence of the attractive force which is put in relation to the strength of the prevailing ion–water interaction. Small (hard) ions possess a tightly bound hydration shell, but the force between the ions is sufficiently strong to squeeze out the hydration shell. Big (soft) ions possess a loosely bound hydration shell, the electrostatic interaction is much weaker but still sufficiently strong to expel the hydration shell. The combination of hard and soft ions leads to a mismatch and both ions remain separated by a hydration layer. This simple concept has an amazingly predictive power.\textsuperscript{7}

In this chapter, we focus on the simplest model system, namely the air–water interface, and its modification by the presence of ions. The major conceptual advantage is the simplification due to the absence of interfacial binding and the absence of ions in the gas phase. The reduced number of possibilities makes the air–water interface a crucial model system to study fundamental interactions. In a second step, complexity can be added by modifying the surface with a soluble or insoluble charged amphiphile,
allowing it to control the surface charge to a certain extent and to analyse the consequences experimentally.

Linear and non-linear optical techniques contribute to our understanding of the architecture of aqueous electrolytes–air interfaces. We discuss recent developments and accomplishment as well as the limitations and the underlying assumptions of these techniques.

2. Surface Tension Measurements

The conventional picture of the interface of simple aqueous salt solutions is based on thermodynamic analysis of the equilibrium surface tension isotherm. Valuable sources for the equilibrium surface tension isotherm of a simple aqueous electrolyte solution are the papers of Jarvis and Scheiman,\textsuperscript{8} and P. Weissenborn and Robert J. Pugh (See Chap. 1, Fig. 8).\textsuperscript{9}

In general, ions increase the surface tension in a specific manner. However, it is worth mentioning that certain combinations of ions decrease the surface tension or have a negligible effect on it. The thermodynamic analysis of the surface isotherm leads to the picture that the interfacial zone is depleted of ions. The surface deficiency is calculated using Gibbs equation as the derivative of the surface tension isotherm with a dividing plane chosen at a location that the surface excess of water vanishes.

\[
\Gamma_{H_2O}^{\text{el}} = \frac{1}{RT} \left( \frac{d\gamma}{d\ln a_{\text{el}}} \right).
\]

Here, $\gamma$ is the equilibrium surface tension, $a_{\text{el}}$ is the electrolyte activity and $R$ is the gas constant and $T$ denotes the temperature. Because of the fact that the slope of the isotherm is positive, it is concluded that the interfacial region is depleted of ions. This conclusion was further supported by a continuum dielectric model introduced by Onsager and Samaras,\textsuperscript{10} suggesting that an ion is repelled from the interface between two media of different dielectric constant by an image charge of the same size and polarity located on the other side of the interface.

These observations and interpretations defined the textbook picture. This point of view has been challenged by the progress in understanding atmospheric reactions which in turn motivated molecular dynamics (MD) simulations.\textsuperscript{4,11,12} MD simulations using polarisable force fields predict that soft ions such as halides are enriched at the interface with non-monotonic ion profiles. The book chapter of Pavel Jungwirth covers this in greater detail.
This is only an apparent contradiction to the conclusion drawn from the analysis of the equilibrium surface tension isotherm. Thermodynamics can accommodate several conflicting interfacial models provided that the integral excess or depletion is in accordance to Gibbs equation. Therefore, experiments are needed that yield direct insights in the interfacial architecture. These data can be obtained by optical techniques.

3. Challenges in the Investigation of Liquid–Air Interface

The investigation of aqueous electrolyte–air interface encounters a couple of intrinsic challenges. Firstly, the majority of material is dissolved in the bulk and the interfacial region comprises only a tiny fraction of the total material of the system. Consequently, spectroscopic investigations with classical techniques such as Infrared, Raman or UV-spectroscopy are often hampered by the lack of surface specificity and the signals are dominated by bulk contributions. Secondly, the processes at the air–water interface are highly dynamic. On a molecular scale there is a tremendous traffic towards both adjacent bulk phases. Molecules evaporate and condense at the interface and diffuse towards the bulk phase. There is no defined static molecular arrangement and as a consequence, fairly broad spectral features are expected. Moreover, many powerful surface specific techniques such as electron loss spectroscopy have special requirements to the sample and the environment (e.g. UHV-conditions) and cannot be applied to the liquid–air interface.

An elegant alternative which provides an intrinsic surface specificity is provided by non-linear optical reflection techniques based on a second-order effect (Fig. 1). Second-harmonic-generation (SHG) and sum-frequency-generation (SFG) spectroscopy contributed significantly to our current understanding of liquid–air, solid–liquid and liquid–liquid interfaces. Many fundamental insights on the structure of liquid–air interfaces are based on SHG and SFG experiments which are discussed in the next section.

3.1. Basis of SHG and SFG Spectroscopy

Second harmonic generation and sum-frequency generation have the same theoretical grounding outlined by Bloembergen and Pershan. Shen
Fig. 1. Principle of an IR-VIS SF spectrum. (Reprinted with Permission from Ref. 63. Copyright 2007 American Chemical Society). The spatial and temporal overlap of an infrared and visible laser pulse at the interface generates light at the sum frequency which is emitted in a defined direction. A vibrational spectrum is obtained by scanning the infrared frequency. All second-order non-linear optical effects probe specifically the molecules at interfaces, and contributions from the bulk phase are to a large extent suppressed. Note. In an electrolyte solution, the majority of material is dissolved in the bulk and the interfacial region comprises only a tiny fraction of total material of the system.

et al.\textsuperscript{14} were the first who recognised the potential as a surface specific probe in the mid-1990s.

SHG and SFG are the result of a non-linear polarisation wave that is generated by interacting ultrashort laser pulses at the interface of the two isotropic media: air and water. Both differ in the resonances probed. SHG results from the combination of two visible or near-infrared photons and probes the electronic states of the surface molecules. In an SFG experiment, two laser pulses are coincident in time and space at the interface of a sample. One visible laser pulse is fixed in frequency, while the other is tunable through the infrared region of 1000–3800 cm\textsuperscript{-1}. If the intensities of the incident laser pulses are sufficiently strong to induce a polarisation of the second order in the medium, an SFG signal oscillating at the sum-frequency of the two incident beams may be generated. If the frequency of the IR beam meets a frequency of a vibrational mode of the interfacial molecules, a resonance enhancement of the SFG signal may occur. To put it in simple terms, SFG spectroscopy provides a surface-specific vibrational spectrum while SHG probes the electronic signature of the molecules at the interface. Where does this interface specificity come from and what are the underlying assumptions?
The electric field propagating through a medium exerts a force on the valence electrons. The binding features of an electron can be described by a Morse type function. For small fields, the displacement of the electrons scales linearly with the applied field strength, while for stronger fields, deviations from the linear behaviour occur. Hence, the borderline between linear and non-linear optics is given by the binding potential of the electrons. Linear optics holds as long as the displacement of the electron occurs in a region where the binding potential can be approximated by a parabola. The induced dipole moment $\mu$ can be represented as a power series of the electric field $E$.

\[ \mu = \mu_0 + \alpha E + \beta E^2 + \gamma E^3 \]

The static dipole moment is denoted by $\mu_0$, $\alpha$ is the linear polarisability of the electrons, $\beta$ is the second order hyperpolarisability and so on. Non-linear optical effects are only noticeable once the electric field of the laser pulse is comparable to the inner-molecular fields.

The dominant term in the surface spectroscopy is the one of the second order, and the theory commonly used for the interpretation of SHG and SFG surface spectra is based on the electric dipole approximation. Within this approximation, the effect of optical magnetic fields and multipoles are neglected. This assumption can be at stake in some scenarios, especially for the interpretation of non-resonant SHG phenomena. Quadrupolar contributions are much weaker than the dipolar ones, but they scale with the number density and can amount to noticeable levels which may interfere with the surface term.\textsuperscript{15–17} There is no general solution to this problem, and it is often not known \textit{a priori} in SHG and SFG studies whether interfacial contribution is dominant over that of the bulk in an interface system.\textsuperscript{18–20} Furthermore, it is commonly assumed that the dipoles induced in the molecules are solely due to the external laser field and that contribution from neighbouring molecules can be neglected. The local fields are hard to capture at a molecular level and require further theoretical work.\textsuperscript{21} In this framework, the simplest description of SFG is given by

\[ P_{SF}^{(2)} = \varepsilon_0 \chi^{(2)} E_{VIS} E_{IR}, \]

where $P_{SF}^{(2)}$ is the second-order non-linear polarisation, $\varepsilon_0$ is the vacuum permittivity, $\chi^{(2)}$ is the second-order non-linear susceptibility, a third rank tensor describing the relationship between the incident electric fields vectors $E_{VIS}$ and $E_{IR}$ and the resultant polarisation. A simple symmetry consideration reveals that within the dipolar approximation, SHG or SFG
cannot occur within media with inversion symmetry. Inversion symmetry means \( P \) goes to \(-P\) if the direction of \( E \) is inverted, leading to vanishing polarisation response \( P^{(2)} \).

\[
P \overset{\perp}{=} -P \quad \text{if} \quad E \overset{\perp}{=} -E, \quad \text{hence} \quad P^{(2)} = 0.
\]

In the framework of the dipole approximation, SHG or SFG cannot occur in isotropic bulk media such as fluids or gases. At the interface of two isotropic media, the symmetry is broken and the molecules possess a net orientational order reflecting the asymmetry of the environment. These molecules are probed by SHG and SFG leading to an interface specific response. It is important to realise that SHG or SFG \textit{per se} does not provide information of the interfacial width without further assumptions. The signal is generated within the interfacial region and determined by the integral of the molecular orientational distribution function in between both bulk media.

The laboratory coordinate system is defined by the plane of incidence given by the beam direction and the normal of the reflecting surface. This is a distinct coordinate system since \( p \)- and \( s \)-polarisations are eigen-polarisations of an isotropic interface and furthermore, \( p \)- and \( s \)-lights do not interfere because of the mutual perpendicular orientation of the fields. The electric field vector is resolved in components parallel and perpendicular to the surface. Nevertheless, a variety of different axis systems and beam geometries are used in the literature and care must always be taken to relate equations derived for specific field directions and axis systems. A good overview is presented by Hirose \textit{et al.} \cite{Hirose2011}

The reflectivity is given by the Fresnel factors that relate the reflected light \( E_r \) and transmitted light to the incoming field \( E_i \) as described in Ref. 23:

\[
r_s = \frac{E_r^s}{E_i^s} = \frac{n_1 \cos \theta_1 - n_2 \cos \theta_2}{n_1 \cos \theta_1 + n_2 \cos \theta_2},
\]

\[
r_p = \frac{E_r^p}{E_i^p} = \frac{n_1 \cos \theta_1 - n_1 \cos \theta_2}{n_1 \cos \theta_2 + n_2 \cos \theta_2},
\]

where \( n \) is the refractive index of media 1 or 2, and \( \theta \) is the angle of incidence or refraction. The total electric field at the interface is given by the summation of the incident and reflected beam. The local electric fields at the surface drive a non-linear polarisation wave that is oscillating at the sum frequency in the case of SFG, or at twice the frequency of the incoming
light in the case of SHG. The resulting electromagnetic wave is coherently emitted in a direction given by momentum transfer. The SHG/SFG light is reflected and transmitted and the more accessible one is detected.

The non-linear susceptibility $\chi^{(2)}$ is a third-rank tensor comprising in total 27 elements; each one relates different combinations of the interacting field components to the induced non-linear polarisation. The generated polarisation wave is obtained by the summation of all different combinations and reads in the laboratory frame of reference:

$$P^{(2)}_{\text{SF}} = \sum_i P^{(2)}_{i,\text{SF}} = \varepsilon_0 \sum_i \sum_j \sum_k \chi^{(2)}_{ijk} E_j^{\text{VIS}} E_k^{\text{IR}}.$$ 

$E$ is the surface field acting on the molecules which can be calculated by an evaluation of the Fresnel equations. It is common practice to transform the free propagating laser fields to the surface fields by the so-called $K$-factors:

$$K_x = \pm \frac{2 n_1 \cos \theta_I \cos \theta_T}{n_1 \cos \theta_T + n_T \cos \theta_I},$$

$$K_y = (1 + r_s) \frac{2 n_1 \cos \theta_I}{n_1 \cos \theta_T + n_T \cos \theta_I},$$

$$K_z = \sin \theta_I (1 + r_p) \frac{2 n_1 \sin \theta_I \cos \theta_T}{n_1 \cos \theta_T + n_T \cos \theta_I}.$$ 

The non-linear surface polarisation wave can be expressed in terms of the $K$-factors as

$$P^{(2)}_{i,\text{SF}} = \varepsilon_0 \chi^{(2)}_{ijk} K_j E^{\text{VIS}} K_k E^{\text{IR}}.$$ 

The relation between the polarisation wave and the emitted SFG radiation in the far field is provided by the so-called $L$-factors which are obtained by an evaluation of the continuity condition of the fields across the interface and the phase matching condition.

$$E_{i,\text{SF}} = L_i P^{(2)}_{i,\text{SF}},$$

$$L^R_x = -\frac{i \omega_{\text{SF}}}{\varepsilon_0} \frac{\cos \theta_T}{n_T \cos \theta_T + n_1 \cos \theta_I},$$

$$L^R_y = \frac{i \omega_{\text{SF}}}{\varepsilon_0} \frac{1}{n_1 \cos \theta_T + n_T \cos \theta_I},$$

$$L^R_z = \frac{i \omega_{\text{SF}}}{\varepsilon_0} \frac{(n_T / n_{\text{layer}})^2 \sin \theta_T}{n_1 \cos \theta_T + n_T \cos \theta_I}.$$
Experimentally, the intensity of the $s$- or $p$-polarised SF light is detected. For $p$-polarisation, it reads:

$$I_{p, SF} \propto |E_{x, SF}|^2 + |E_{z, SF}|^2$$

$$\propto |L_x E_{x, SF}^{(2)}|^2 + |L_z E_{z, SF}^{(2)}|^2$$

$$\propto \left| \sum_{j, k} \varepsilon_{j, k}^0 \chi^{(2)}_{j, k} K_j E_{VIS}^I K_k E_{IR}^I \right|^2 + \left| \sum_{j, k} \varepsilon_{j, k}^0 \chi^{(2)}_{j, k} K_j E_{VIS}^I K_k E_{IR}^I \right|^2.$$

The decisive information is contained in the second-order non-linear susceptibility. The oriented gas model relates the macroscopic quantity susceptibility $\chi^{(2)}$ to the microscopic hyperpolarisability $\beta$. Subject to certain simplifying assumptions, it states that the susceptibility is given by the summation of all hyperpolarisabilities of all molecules. The underlying assumptions have been assessed in Ref. 24 and found to be valid.

Both tensors are described in a different frame of reference: the $\chi^{(2)}$ tensor is given in the laboratory frame of reference based on the plane of incidence, whereas the hyperpolarisability tensor in the molecular frame of reference defined by the symmetry of the molecule. An Euler transform relates both, leading to rather lengthy expressions between the corresponding tensor components, which are best handled and manipulated with the aid of a symbolic programming language such as Maple or Mathematica.

$$\beta_{JK} = U_{JI}(\phi, \theta, \psi) \beta_{j,k} U^{-1}_{JI}(\phi, \theta, \psi) U^{-1}_{JK}(\phi, \theta, \psi),$$

$$U = R_c R_b R_a,$$

$$R_c(\psi) = \begin{pmatrix} \cos \psi & \sin \psi & 0 \\ -\sin \psi & \cos \psi & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

$$R_b(\phi) = \begin{pmatrix} \cos \phi & \sin \phi & 0 \\ -\sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

$$R_a(\theta) = \begin{pmatrix} \cos \theta & 0 & -\sin \theta \\ 0 & 1 & 0 \\ \sin \theta & 0 & \cos \theta \end{pmatrix}.$$
The individual tensor components are given by an orientational average of the adsorbed molecules within a volume defined by the coherence length of the incident light. The non-linear susceptibility $\chi^{(2)}$ contains information about the number density $N$ and the orientational average of the molecules.

$$\chi^{(2)}_{ijk} = \frac{N \sum_{\psi \theta \phi} \langle R(\psi) R(\theta) R(\phi) \beta_{\alpha \beta \gamma} \rangle}{\varepsilon_0 (\omega_\nu - \omega_{IR} - i\Gamma)},$$

where $\omega_{IR}$ is the frequency of the incident infrared light, $\omega_\nu$ is the eigen-frequency of the incident infrared light, $\omega_\nu$ is the eigen-frequency of a vibrational mode and $\Gamma^{-1}$ is the relaxation time of the vibrationally excited states in the resonance. A further analysis requires assumptions about the prevailing orientational distribution function. In the majority of studies, a narrow Gaussian or $\delta$-shaped orientational distribution is assumed for the sake of simplicity.

Vibrational modes can only be excited in an SFG experiment if they are simultaneously infrared and Raman active. The hyperpolarisability reads

$$\beta_{\alpha \beta \gamma} = \frac{1}{2\hbar} \frac{M_{\alpha \beta} A_\gamma}{\omega_\nu - \omega_{IR} - i\Gamma},$$

where $\hbar$ is the reduced Planck constant, $M_{\alpha \beta}$ and $A_\gamma$ are the Raman and infrared transition moments.

$$M_{\alpha \beta} = \sum_s \left[ \frac{\langle g | \mu_\alpha | s \rangle \langle s | \mu_\beta | v \rangle}{\hbar (\omega_{SF} - \omega_{sg})} - \frac{\langle g | \mu_\beta | s \rangle \langle s | \mu_\alpha | v \rangle}{\hbar (\omega_{VIS} + \omega_{sg})} \right],$$

$$A_\gamma = \langle v | \mu_\gamma | g \rangle.$$  

$\mu$ is the electric dipole operator, $g$ denotes the ground state and $v$ the excited state, and $s$ refers to any intermediate state.

In an SFG experiment, the frequency of the incoming infrared light is changed. A resonance enhancement occurs if the infrared frequency matches the frequency of the vibrational mode leading to a resonant SFG signal. The frequency dependence of the non-linear susceptibility component can be split into a real and an imaginary part leading to

$$\chi_R \propto \frac{1}{\omega_\nu - \omega_{IR} - i\Gamma} = \frac{\omega_\nu - \omega_{IR}}{(\omega_\nu - \omega_{IR})^2 + \Gamma^2} + i \frac{\Gamma}{(\omega_\nu - \omega_{IR})^2 + \Gamma^2}.$$
Beside the resonant part $\chi_R$, there is also a non-resonant part $\chi_{NR}$ to the non-linear susceptibility which further complicates the analysis. The measured SFG signal is given by the interference between both:

$$\chi^{(2)} = \chi_R^{(2)} + \chi_{NR}^{(2)},$$

$$I_{SF} \propto |\chi_{R,ijk}|^{2} + |\chi_{NR,ijk}|^{2},$$

with the phases $\delta$ and $\epsilon$. At the air–water interface, the non-resonant part is usually fitted to a single value and phase, and the resonant part is described by assuming discrete resonances. In the case of metallic or semi-conductor supports, the line shape and the signal strength is determined by the interference between resonant and non-resonant parts. In any case, SFG analysis must occur after a deconvolution in component peaks. A direct comparison of the raw spectra to Raman- or IR-spectra may be misleading because of interference effects. This theoretical framework outlines the modelling strategy for fitting the spectra.

SFG spectroscopy is the only spectroscopy capable of producing vibrational water spectra of the air–water interface. The analysis is simplified by the symmetry of the interface and the symmetry of the molecule which reduces the number of independent tensor elements of the hyperpolarisability. The water molecule belongs to the point group $C_{2v}$ and the number of independent tensor elements is reduced to five: $\beta_{ca\alpha}$, $\beta_{aa\alpha}$, $\beta_{bc\alpha}$, $\beta_{bb\alpha}$, and $\beta_{cc\alpha}$. Of these, only $\beta_{bb\alpha}$, $\beta_{aa\alpha}$, and $\beta_{cc\alpha}$ are non-zero for the symmetric stretch and $\beta_{ca\alpha}$ and $\beta_{aa\alpha}$ are non-zero for the anti-symmetric stretch. We denote the tilt angle between the molecular $C_2$ axis and the surface normal $\Theta$ and $\psi$ as the twist angle of the molecular plane with respect to the surface plane. Then, the relationship between the molecular hyperpolarisability, and the macroscopic hyperpolarisability, for the symmetric stretch after Euler angle transformations yields:

$$\chi_{xxx} = \chi_{yyz} = \frac{N_f}{2} \beta_{ccc}[(r + 1)(\cos \theta) - (1 - r)(\cos^3 \theta)]$$

$$\chi_{xyy} = \chi_{zyz} = \chi_{zxx} = \chi_{zxz} = \frac{N_f}{2} \beta_{ccc}[(\cos \theta) - (\cos^3 \theta)](1 - r)$$

$$\chi_{zzz} = N_f \beta_{ccc}[r(\cos \theta) + (1 - r)(\cos^3 \theta)]$$

This framework outlines the underlying complexity in analysing SFG spectra.
3.2. Experimental Setups

Picosecond (ps) and femtosecond (fs) laser systems are most often used for SFG spectroscopy. Ps SFG spectrometers cover a wide spectral scanning range (about 1000 cm\(^{-1}\) without realignment). The narrow band ps light pulses are tuned through the spectral region, while the SFG signal is generally collected for a few minutes for each wave number to gain reasonable S/N ratios (the repetition rate for ps light pulses is usually in the order of 10–25 Hz). Detecting spectral regions of about 1000 cm\(^{-1}\) usually takes several tens of minutes. In this setup, the advantage of a wide scanning range is offset by the difficulty of performing time-dependent experiments.

Broadband SFG spectroscopy is based on fs laser pulses (usually around 120 fs) covering a spectral range of about 200 cm\(^{-1}\)\(^{25-29}\). The repetition rate of these systems is two orders of magnitude higher compared to ps systems (of the order of 1 kHz). This allows around 1000 acquisitions per second in a spectral range of about 200 cm\(^{-1}\), with a reasonable S/N ratio in about 2–5 minutes. In a fs SFG spectrometer, a narrow band ps visible pulse is mixed at the interface with a broadband fs infrared pulse. The resulting broadband SFG signal is dispersed on a grating within a spectrometer and subsequently imaged by an intensified or backlight illuminated CCD camera.

3.3. SFG and SHG Measurements at the Air–Water Interface

The SFG spectra of the air–water interface measured in different laboratories with many different instrumentations agree reasonably well\(^{30-34}\). A typical spectrum of water in \(s_p\) polarisation is presented in Fig. 2. The first letter \(s\) denotes the polarisation of the SFG light, the second letter \(s\) refers to the one of the visible light and the last letter refers to the polarisation of the IR radiation which is set to \(p\).

The spectrum shows a broad band in the 3000–3600 cm\(^{-1}\) region which is attributed to hydrogen bonded water and a narrow peak at 3700 cm\(^{-1}\). Water is stabilised by the formation of a tetrahedral hydrogen bonding network. At the surface, this network is necessarily distorted leading to water molecules that cannot fully participate in the hydrogen bonding network and possess a non-hydrogen bonded OH. There is broad consensus within the scientific community about the nature of
the narrow peak at 3700 cm\(^{-1}\); this is unambiguously attributed to dangling OH pointing towards the air–water interface. However, there is still a big controversy about the appropriate interpretation of the hydrogen bounded region of the spectra at 3000–3600 cm\(^{-1}\). As a matter of fact, very different conclusions have been drawn based on the very same set of experimental data. The interpretation may even differ in qualitative aspects of the interfacial water structure.

First insights are gained by comparing the SFG surface spectra with the IR and Raman spectra of bulk water and hexagonal ice (Fig. 3). The bulk absorbance of hexagonal ice at 100 K shows a broad peak at 3200 cm\(^{-1}\) which is attributed to vibrational modes from the four oscillating dipoles associated with four-coordinate, hydrogen-bonded water molecules.\(^{35}\) The absorbance of bulk water contains a broad peak centred at 3400 cm\(^{-1}\).\(^{36}\) Hence, the broad band observed in SFG spectrum resembles features of hexagonal ice and water.

Shen \textit{et al.} introduced the term ‘ice like band’ to characterise the peak at 3200 cm\(^{-1}\). This term is in a way misleading and needs some clarification. Scattering experiments reveal the complete absence of any long-range ice-like structural ordering within the surface layer of water. Instead, the term ‘ice like’ is meant to denote a highly dynamic surface of water forming a heavily distorted tetrahedral hydrogen bonding network.
of the hexagonal ice surface. The interfacial molecules are H-bonded to neighbors with dynamically varying strengths and geometries leading to fairly broad spectral feature (Fig. 4).

The previous section outlined the established fitting strategy for analysing the spectra and the underlying complexity. The non-linear resonant susceptibility is given by a summation of all individual resonances, which is then fitted to the spectral signature. However, the obtained fitting is not unique and there are different sets of resonances assigned to certain molecular arrangements that fully describe the experiment. As a consequence, the interfacial water architecture is interpreted in a different fashion and there is a controversial debate within the scientific community.30,31,33,34,37–39

Allen and Co-workers40 attributed the 3200 cm$^{-1}$ band to the vibrations of OH oscillators from surface water molecules that have one completely free OH (the 3700 cm$^{-1}$ OH oscillator) and one OH that is hydrogen bonded to other water molecules (i.e. the other end of the free OH), the so-called DAA water molecules. This interpretation is supported by cluster studies.41,42 Richmond’s group43,44 used molecular dynamics simulations to determine the population densities of different species of water molecules as functions of interfacial depth and orientation. The different configurations have been assigned different individual resonances and are used to reproduce the experiment. It is found that surface water molecules that possess one proton donor bond and one proton acceptor bond make the dominant contribution to both the $ssp$- and $sp$s-polarised
Fig. 4. Cartoons describing the structures of water vapour interfaces of neat water. The interfacial water structure is modelled after a distorted hexagonal ice. The top layer of the topmost layer (oxygen marked red) is occupied by DAA and DDA molecules, and the second layer (oxygen marked yellow) is occupied by DDAA molecules. Some DDAA molecules connecting to the molecules in the top layer with two donor bonds have an overall ice-like tetrahedral bonding structure. They contribute to the ice-like part of the vibrational spectrum. Other DDAA molecules are less symmetrically bonded to neighbours and contribute to the spectrum in the higher frequency region. The third and fourth layers (marked orange and red, respectively) have molecules with increasing randomness in position and orientation, closely resembling that of liquid water. (Reprinted with permission from Ref. 57. Copyright 2008 American Physical Society.)

spectral responses and are located within an Angstroem of the Gibbs dividing surface.

As a personal statement, we regard the assumption of discrete resonances in the water–air spectrum as inappropriate. The interface is highly dynamic. The continuous variations of hydrogen-bonding geometry and strength around interfacial water molecules shift and spread the OH stretching frequency into a highly inhomogeneously broadened band. The famous mathematician Neuman stated once, ‘with four parameters I can fit an elephant, and with five I can make him wiggle his trunk.’ The assumption of too many individual resonances assigned to certain prevailing water configurations is a dead end for the description of a broad band spectrum with so few features.

Theoretical efforts to simulate the SFG spectra of water are able to reproduce the experimental features of the experiments. However, the
The imaginary part of the susceptibility deduced from such studies differs with the recent phase-sensitive SFG experiments by Shen and co-workers. The aim of phase-sensitive measurements is the separate determination of the real and imaginary part of the non-linear susceptibility, instead of fitting the data to the square of the susceptibility. The measurement of amplitude and phase of the susceptibility tensor reduces the ambiguity in the interpretation of the SFG spectra. This is achieved by generating interference between a SFG signal generated in a material of known susceptibility, such as a quartz plate, and the one reflected from the water surface. The potential of phase-sensitive measurement has been recognised early but it remains a time-consuming and challenging experiment.46

Shen and Ostroverkhov performed phase-sensitive measurements of the air–water interface in a further developed experimental setup using a quartz reference plate and a phase modulator (Fig. 5).47,48 In particular, by directly measuring the imaginary component of the non-linear susceptibility:

\[ |\chi^{(2)}_S|, \text{Im}\chi^{(2)}_S, \text{Re}\chi^{(2)}_S \]

for the neat water vapour interface in the OH stretching range obtained with phase sensitive sum frequency spectroscopy. (Reprinted with permission from Ref. 57. Copyright 2008 American Physical Society.)
susceptibility in the water region, they found that the lower frequency component \((< 3200 \text{ cm}^{-1})\) is in phase with that of free OH, while the mid-frequency component \((3200–3600 \text{ cm}^{-1})\) is out of phase. In their model, the loosely coined ice-like and liquid-like features are further refined and their contribution to the interfacial spectrum of water has been reported. This is in contradiction to the above mentioned theoretical modelling which assumes that both the ice-like and liquid-like bands are opposite in sign with respect to the dangling OH peak.

Recently, an alternative assignment of the modes has been put forward for the surface vibrational spectrum of water. The focus is again on the band which occurs between 3000–3600 cm\(^{-1}\) where the vibrational coupling (intramolecular) between the stretch and the bending overtone contribution to the spectrum has been suggested instead of structural effects.\(^4^9\)

SFG spectroscopy is usually used to study the static properties of aqueous interfaces. The use of a pump-probe geometry can additionally allow detection of time-resolved SFG spectra.\(^5^0–^5^4\) This permits the study of ultrafast vibrational dynamics of neat water interfaces. Measurements on interfacial bonded OH stretching modes revealed relaxation behaviour on sub-ps time scales in close resemblance to that of bulk water.\(^5^4\) Vibrational excitation is followed by spectral diffusion, vibrational relaxation, and thermalisation in the hydrogen-bonding network. Bonn and co-workers used femtosecond time–resolved SFG spectroscopy to study the OH stretching vibrational lifetime of hydrogen-bonded interfacial water. The vibrational lifetime in the frequency range of 3200 to 3500 cm\(^{-1}\) is found to closely resemble that of bulk water, indicating ultrafast exchange of vibrational energy between surface water molecules and those in the bulk. Bonn also studied the vibrational coupling of water molecules adjacent to a lipid membrane.\(^5^0\) Interestingly, they show that membrane-bound water is physically removed from the bulk, and the energy transfer resulting from dipolar interactions between the surface and bulk is not as efficient as for the neat air–water interface, indicating that water is an intrinsic part of the lipid membrane.

In short, the story of the interpretation of the water surface is still under debate and requires further refinement.

### 3.4. Ions at the Air–Water Interface

As outlined in the introduction, MD simulations predict a non-monotonous concentration profile for large and polarisable anions at the
Linear and Non-linear Optical Techniques to Probe Ion Profiles

air–water interface in contrast to the established textbook picture which suggests a surface depleted of ions. However, up till now the direct measurement of this ion profile remains an unsolved experimental challenge. Most of the evidence is based on non-linear optical techniques covered in this section and on X-ray scattering techniques as well as on X-ray fluorescence which are discussed in Chap. 5.

SFG spectroscopy has been used to study the influence of the ions on the interfacial water structure. These measurements are indirect; it is not the salt that is studied but the impact of the ions on the local water environment. Two groups investigated a series of aqueous sodium halogenide salt solutions in a systematic fashion to analyse the impact of the anion on the interfacial water structure. The spectra reveal profound changes with respect to the neat water surface and are shown in Fig. 6. The SFG spectra of 2-M NaI solution showed a significant enhancement of the liquid-like band and the appearance of a broad shoulder above the dangling OH peak as compared to the neat air–water SFG spectrum.

Based on this data set, Allen and co-workers concluded a confirmation of the MD simulation results on the enhanced adsorption of the more polarisable anions within the interfacial region. The observed spectral changes were attributed to $I^-$ ions disrupting the interfacial H-bonding network and creating more asymmetrically H-bonded molecules. Furthermore, a comparison of the intensity changes in the SFG spectra with the corresponding bulk IR and Raman spectra in the 3000–3600 cm$^{-1}$ region was interpreted as an increase of the effective interfacial layer thickness, providing corroborative evidence for the MD predictions. Richmond and co-workers challenged this point of view. According to their interpretation, the observed changes in the SFG spectra do not necessarily indicate the increase of the thickness of the surface water layers at the electrolyte solution surfaces. Instead, the observed changes of the spectrum can also be attributed to a blue shift and a narrowing of the mode at $\sim 3400$ cm$^{-1}$ with no significant changes in the mode strengths of bonded OH.

As expected, NaI showed the most profound effect on the interfacial water structure; the impact of the other salts followed the order given in the periodic table. The intensity of the hydrogen-bonded water in the broad 3400 cm$^{-1}$ band increased in the order of NaCl, NaBr, and NaI; while the intensity of the broad band around 3250 cm$^{-1}$ decreased with the same order. The SFG spectra of the NaF aqueous solution surface measured in Allen and Richmond laboratory did not agree in the 3000–3600 cm$^{-1}$
Fig. 6.  SSP polarised SFG spectra of (a) 0.015 × NaF, (b) 0.015 × and 0.036 × NaCl, (c) 0.015 × and 0.036 × NaBr, and (d) 0.015 × and 0.036 × NaI. The neat water SFG spectrum is plotted in each figure for comparison. The open yellow and closed yellow triangles within (d) show the sum frequency intensity of the 0.015 × NaI in D2O and pure D2O, respectively. Insets: SFG sodium halide aqueous solutions spectral fits. Component Lorentzian peaks are shown as dashed pink lines, and the calculated fits from the component peaks are shown as black lines that go through most of the data points. (Reprinted with permission from: Liu D, Ma G, Levering LM, Allen HC. (2004) J. Phys. Chem. B 108: 2252. Copyright 2004 American Chemical Society.)

spectral region, while the 3700 cm⁻¹ remained almost unchanged from that of the neat air–water interface.

The differences may be due to impurities within the sample. Surface active impurities are a major concern in these studies. It turns out that salts purchased with a claimed purity of 99.999% may contain traces of organic surface active components. These impurities do not play any role for investigations of bulk properties; however, they are extremely disturbing for the investigation of interfacial properties. To underline the importance of the purification of salts, our group compared the SFG spectra
of the as purchased salt from Sigma–Aldrich claimed to be of purity in the third decimal places with that of the specially purified salt solution. The organic contaminants show up directly in the SFG spectra around 2800–3000 cm\(^{-1}\) region. Further the free OH intensity around 3700 cm\(^{-1}\) is considerably lowered and the broad region around 3000–3600 cm\(^{-1}\) is significantly modified. Hence, as good code of conduct we suggest to extend the presentation of the interfacial water SFG spectra to the spectral range of 2800–3000 cm\(^{-1}\) for instance as an inset. Surface active impurities would leave the spectral signature of the hydrocarbon chains. Hence, the absence of any peaks in this region is absolutely convincing for monitoring the desired purity and it is more sensitive than a discussion based on the 3700 cm\(^{-1}\) OH peak.

Shen and co-workers\(^{56,57}\) employed the phase-sensitive SFG-VS measurement and studied the \(ssp\) SFG-VS spectra of the NaI aqueous solution surfaces in comparison with the neat air–water interface. The authors concluded that the presence of I\(^–\) anion near the interface region may not disturb the water molecular structure at the topmost surface layer, while it can reorientate the water molecules in the subphase. Their data confirmed the influence of the interfacial water hydrogen bonding structure by the I\(^–\) anions of the previous SFG studies.

In a recent study, the influence of indifferent electrolytes on the adsorption behaviour of cationic soluble surfactant solutions has been investigated by surface tension measurements, ellipsometry and surface second harmonic generation (SHG).\(^{58–60}\) Each technique addresses different structural aspects and the combined data provide a detailed picture of the interfacial architecture. The analysis gives an indirect proof of the existence of a phase transition between the free and condensed state of the counterions caused by a small increase of surface charge close to the critical micelle concentration (cmc).

In addition, SFG spectroscopy can be used to indirectly detect ion distributions at charged interfaces using water vibrational signatures.\(^{58–61}\) The strength of the SFG response depends on the number of oriented water molecules. At a charged aqueous interface, the electric field at the surface aligns the polar water molecules, which in turn increases the SFG response. This enhancement of the water vibrational signal can be used to indirectly detect the depth of the electric field in the solution, which consequently depends on the ion distribution in the vicinity of the interface.
In Ref. 60, the surface charge itself was tuned by the amount of adsorbed ionic surfactants (1-dodecyl-4-dimethylaminopyridinium bromide — DMPB). Charging up the interface by a small amount of DMP leads to an increase in SF intensity by a factor of ten. A further increase of the surface charge leads to stronger electric fields at the interface, however, the charge will also be more effectively screened by the counterions. This leads to an overall decreased depth of the electric field, which goes along with a decreased amount of oriented water molecules at the interface. Less oriented water molecules reduce the SFG response which was observed in the experiments.

The enhancement of the electric field by about a factor of ten is not specifically related to the surfactant used, as it is also observed in the context of charged lipid monolayers at the air–water interface. Wurpel and co-workers used λ-phage DNA bound to a cationic lipid monolayer at the air–water interface to study screening effects of counterions by detecting water signals in the OD stretching region at different concentrations.61 Further studies in this direction may also involve solid surfaces of different surface chemistry which can be used as electrodes to change the surface potentials in a fast and controlled manner. Diamond for example has a large electrochemical potential window, making this material particularly suitable for studying ion distributions.62 The comparably flat surface of diamond (roughness in the nm regime) can also be functionalised to obey a hydrophilic or hydrophobic surface (hydrogen or oxygen terminated).

The SFG measurements applied in all these studies are indirect. Not the ion is monitored but instead the impact of the presence of ions in the interface on the water structure. In this way the studies of Viswanath and Motschmann63,64 are unique. The extreme candidate of the Hofmeister series of ions, thiocyanate, was studied at the air–water interface using SFG spectroscopy. The stretching vibration of the ion is monitored and polarisation-dependent measurements have been used to retrieve the orientation of the ion. Secondly, the impact of the ion on the interfacial water is studied, allowing a correlation of the perturbation of solvent features due to the presence of ions at the interface. Figure 7 shows the CN vibrational stretch of the thiocyanate anion in all polarisation combinations around 2064 cm\(^{-1}\), confirming its enrichment at the interface. This rod-like anion adopts a preferential orientation in the order of 45 degrees with respect to the normal to the surface. The presence of the SCN\(^{-}\) ion at the interface leads to a decrease of 3200 cm\(^{-1}\) and a slight increase of 3400 cm\(^{-1}\) bands.
Fig. 7. Vibrational sum frequency spectra of water and ∼ 1 M potassium thiocyanate solution. The presence of the ions at the interface decreases the 3200 cm\(^{-1}\) band. The presence of the ion has also been directly monitored by observing the CN stretch of thiocyanate anion for ∼ 1 M potassium thiocyanate solution. The points and continuous lines represent the experimental data and fits, respectively. (Reprinted with permission from Refs. 63 and 64. Copyright 2007 and 2008 American Chemical Society.)

The combined data are a convincing piece of evidence for the interfacial propensity of the ion to adsorb at the interface. This study demonstrates the applicability of the SFG technique on air-electrolyte solutions to probe directly the presence of an oriented anion in addition to its implications on interfacial water signature. Furthermore, this work shows that
the orientation of the anion is relevant and needs to be taken into account to get a full picture on the interfacial architecture.

As evident from the previous section, the spectral assignment of interfacial water is still an intense area of research with some controversy. Surface water molecules with different hydrogen bonding structures exhibit different vibrational spectral features. This is a strength but also the burden of SFG. The spectral features of the interfacial water spectrum are fairly broad, leading to an ambiguity in the fitting procedure. Hence, the conclusions drawn from the interpretation of the spectra are model dependent. Due to the importance of the understanding of water at interfaces, we expected a significant progress in the interpretation of surface SFG data. The review article of Wang and colleagues describes possible alternative descriptions based on a microscopic theory using an induced dipole lattice which eliminates some of the critical issues. Nevertheless, despite some controversial model dependent elements, SFG spectroscopy yields a mounting evidence for the interfacial propensity of large and polarisable ions at the air–water interface.

SHG is a related non-linear technique that also provides valuable insight in the interfacial architecture. SHG is determined by the electronic states of the molecules and as a consequence it is not as much influenced by the subtle details of the interface. Hence, the interpretation of the experimental data is simpler and more robust. A major remaining concern is the impossibility to separate quadrupolar contributions generated in the bulk phase from the surface contribution to the total SHG signal. Here some assumptions are introduced which may be challenged.

SHG can be applied in two fashions in a resonant mode and a non-resonant mode. The non-resonant SHG signal measures the whole water surface layer without any discrimination on the surface water molecules in different hydrogen-bonding configurations. Therefore, non-resonant SHG is an appropriate tool to estimate the number of oriented molecules contributing to the SHG signal in a semi-quantitative fashion. The SHG response is governed by the number density and the orientational distribution of the molecules. A careful polarisation-dependent measurement allows separation of both contributions. The SHG intensity allows then an estimation of the relative increase of the average thickness of the total surface water.

Wang and co-workers performed polarisation-dependent SHG measurements from the interfacial water molecules of the NaF, NaCl, and
NaBr aqueous electrolyte solutions. The quantitative polarisation analysis of the measured SHG data showed that the average orientation of the interfacial water molecules changed slightly with the bulk concentration of the NaF, NaCl and NaBr salts as compared to the neat air–water interface. The increase in the SHG signal with the bulk salt concentration was attributed to an increase of the thickness of the interfacial water molecular layer. The average thickness of the surface water layers increased with the bulk electrolyte concentration in an almost linear fashion in the following order: KBr > NaBr > KCl > NaCl ∼= NaF. The change of the average thickness of the surface water layers was less than 35% as compared to the neat air–water interface, even at very high salt concentration up to five molar solutions for the NaBr and four molar solution for the KBr. The absence of the electric-field–induced SHG (EFISHG) effect indicated further that the electric double layer at the salt aqueous solution surface is weaker as expected from molecular dynamics (MD) simulations.71

A second alternative to apply SHG is to use it in a resonant mode which enables direct monitoring of selected ions. Saykally et al. investigated the surfaces of electrolyte solution using resonant SHG. These experiments utilise the charge-transfer-to-solvent (CTTS) transitions in the UV and enabled direct monitoring of the anion. CTTS transitions exhibit very large non-linear cross sections as the direct consequence of the charge separation that is associated with the transition. By measuring the SHG intensity on and off resonance with the anions, the total SHG intensity can be separated into the contributions from the anions and the water background, and the surface concentration of the anions can be extracted. Several ions fulfil these prerequisites — e.g. iodide (I−),72 ferrocyanide [Fe(CN)6^3−],73 azide (N3−),74 and thiocyanate (SCN−)75 — and have been studied by resonant SHG (see Fig. 8). In the same spectral region, the water hyperpolarisability is non-resonant and contributes to the signal via its concentration-dependent non-resonant susceptibility term.

These data also provide a strong proof for the presence of the polarisable ions at the interface. Due to the relatively small hyperpolarisability of iodide, it is still not possible to determine whether the iodide anions are enhanced at the interface or whether the surface mole fraction increases linearly with the bulk.

In the last decade, tremendous progress has been made theoretically and experimentally in understanding the distribution of aqueous ions at the charged and uncharged interface. Among other experimental techniques,
Fig. 8. Resonant SHG of NaJ and KJ. The high concentration increase in the resonant SHG intensity is due to iodide anions at the interface forming a dense ionic double layer with the cations. Due to the relatively small hyperpolarisability of iodide, it is not possible to determine whether the iodide anions are enhanced at the interface or whether the surface mole fraction increases linearly with the bulk. (Reprinted with permission from Ref. 76. Copyright 2006 American Physical Society.)
linear and non-linear optical methods can be applied under normal conditions and the only requirement is that the sample can be reached by light. In addition, spectroscopy methods can distinguish between several molecular species present at the interface. Water can be used as a probe to study ion distributions at charged solid or liquid interfaces. More complex ions with vibrational signatures can directly be detected and orientational distributions can be determined with the aid of polarised laser light sources. In a further approach, these interfaces may be designed to be more complex. In a systematically manner, for example, simple biomolecules under changing surface chemistry in different environmental conditions can be studied in various spectral regions related to the biomolecule, water and/or complex ions. Furthermore, with the aid of time-resolved SFG spectroscopy, the dynamics of water molecules and the energy exchange to bulk water molecules at charged or uncharged interfaces can be studied. Overall, optical techniques provide the experimental tools to get molecular level-based information needed to further our understanding of ions at interfaces.
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