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Abstract

Since the early 1980s, logical theories of belief revision have offered formal meth-
ods for the transformation of knowledge bases or “corpora” of data and beliefs. Early
models have dealt with unconditional acceptance and integration of potentially
belief-contravening pieces of information into the existing corpus. More recently,
models of “non-prioritized” revision were proposed that allow the agent rationally
to refuse to accept the new information. This paper introduces a refined method for
changing beliefs by specifying constraints on the relative plausibility of propositions.
Like the earlier belief revision models, the method proposed is a qualitative one, in
the sense that no numbers are needed in order to specify the posterior plausibility
of the new information. We use reference beliefs in order to determine the degree
of entrenchment of the newly accepted piece of information. We provide two kinds
of semantics for this idea, give a logical characterization of the new model, study
its relation with other operations of belief revision and contraction, and discuss its
intuitive strengths and weaknesses.

Key words: belief revision, theory change, sphere semantics, epistemic
entrenchment, AGM approach, iterated revision, non-prioritized revision, severe
withdrawal, irrevocable revision, irrefutable revision

1 We would like to thank various audiences at the Universities of Bern, Buenos
Aires, Freiburg, Leipzig and Sad Paulo, at King’s College London, at UNSW Syd-
ney and at Sigtuna Stiftelsen, Sweden, for many helpful comments and stimulating
suggestions. Thanks are also due to three anonymous referees of this journal for
their numerous perceptive remarks and criticisms. The support of this work by the
Argentinean Antorchas Foundation and the German Academic Exchange Service
(DAAD), project number 1521/710218 (“Revision by Comparison”), is gratefully
acknowledged.

Preprint submitted to Elsevier Science 20 March 2004



1 Introduction: A new model for plausible reasoning without num-
bers

Up to now, belief change theories have been facing a dilemma. In qualitative
theories of the AGM variety (Alchourrén, Gérdenfors and Makinson 1985,
Gérdenfors 1988, Géardenfors and Rott 1995) agents accept new incoming in-
formation without further qualification. Usually, there is no deliberation as
to whether to accept the input or not. This limitation has been addressed in
recent research on “non-prioritized” belief change (Hansson ed. 1997). But if
an agent accepts a piece of information, no degree of “certainty”, “security”
or “plausibility” is attached to it — belief is always just plain belief. So these
models are all rather crude.

In quantitative theories, on the other hand, agents do not, or in any case do
not have to, accept new information simpliciter. In probability theory, plain
conditionalisation (which assigns probability 1 to new evidence) can be re-
placed by Jeffrey conditionalisation with a certain chosen parameter (which
specifies the posterior probability of the new evidence at any arbitrary value
between 0 and 1, see Jeffrey 1965). In Spohn’s (1988) model of ordinal condi-
tional functions (now often called “ranking functions”, following a suggestion
of Goldszmidt and Pearl’s 1992) beliefs are fully accepted, but they can — and
must — be accommodated with a chosen value of security (i.e., the level of im-
plausibility of their negations). Obviously, this additional expressive power of
quantitative approaches is an advantage. It cannot be denied, however, that
it has its price: The meaning of the numbers employed is not clear. While
in probability theory numerical values are often thought to be explicable in
terms of betting quotients, the precise significance of the numbers in ranking
functions remains largely unelucidated so far.? But also regarding probabili-
ties, the meaning of numbers can be disputed. Even amongst agents who are
ideally “rational,” room should be made for characters that are risk-seeking
and for those that are risk-averse; there may be effects of regret (Allais’ para-
dox), there may be effects of resource-bounded reasoning capabilities, etc.
Real as opposed to ideally rational agents are notoriously bad at reasoning
with probabilities.® Working with numbers helps us to come to terms with
many non-trivial modelling tasks, but it is based on parameters the meaning of
which is not fully understood, and it puts very heavy demands on the agents’
reasoning capabilities.

The present paper tries to show a way out of the dilemma. On the one hand,
we fully agree that there should be ways of specifying the strengths of new
beliefs. On the other hand, we are also impressed by the arguments that speak

2 There are actually a few attempts to provide such an elucidation, see Levi (1996,
Chapter 8) and Spohn (1999).

3 See, for instance, Tversky and Kahneman (1983), Piattelli-Palmarini (1994) and
Gigerenzer (2002).
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against the use of numbers: their lack of clear meaning and intractability. We
want to be able to express more than just injunctions like

Accept (3

a la AGM. At the same time we want to avoid numerical formulations of
commands like

Accept [ with probability p.
a la Jeffrey, 4 or
Accept 8 with degree of plausibility k.

a la Spohn.® Our idea is that it is a manageable task not only for ideal, but
also for real agents to perform revisions by comparison. Such revisions do not
employ numbers as indices for beliefs; it is other beliefs that serve as points of
reference. The relevant injunction is expressed by sentences like

Accept [ with a degree of plausibility that at least equals that of «.

Why should one want to have an operation modelling this kind o belief change?
Suppose that a colleague tells us “Graham is negotiating with XXXL Com-
pany.” Should we accept this piece of information? AGM say yes, Spohn says
yes, too, and asks us to fix the parameters; Jeffrey asks us to fix the param-
eters, but the notion of acceptance does not really fit into his probabilistic
framework. In real life, it may be hard to come up with “the right” numbers.
What we can do, however, is ask our friend how sure he is of this piece of
information. He might say that it is at least as well-confirmed as the claim
that Graham has got an offer from Medium Size Company. Another way of
obtaining the same sort of comparative information is by juxtaposing our as-
sessments of the reliability of sources. If our colleague is at least as trustworthy
and well-informed as another person who has testified to the truth about the
offer from Medium Size the other day, we will wish to accept the information
about Graham’s negotiation at a level of certainty that is at least as high as
our degree of belief in the offer from Medium Size. If the latter belief, however,
is not firm enough to overcome our doubts about Graham’s negotiations with
XXXL, we are likely to end up doubting both pieces of information.

The basic idea of this paper is to model degrees of acceptance by what is known
in the literature as epistemic entrenchment (Gardenfors 1988, Gardenfors and
Makinson 1988, Rott 2001). In the intended paradigm cases the point of ref-
erence will be a sentence « that is not only believed, but is believed with
sufficiently high entrenchment — where “sufficiently high” means that o itself
will continue to be believed after the belief change has taken place. However,

4 There is no good concept of plain acceptance in probabilistic contexts. Perhaps
a better formulation would therefore be “The probability of G should be set to p.”
® For general discussions on various measures of plausibility, see Weydert (1994),
Schlechta (1997), Freund (1998) and Friedman and Halpern (2001).
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we intend to conceive our studies so broadly that this intuitive idea is not a
prerequisite for the viability of our formal approach. It will frequently happen
that accepting # (to any degree) somehow affects the degree of acceptance
of the reference sentence a. This is why we are immediately confronted with
difficult problems in the dynamics of epistemic evaluation when performing
revision by comparison.

Let us briefly summarize what we have said so far with the help of symbols.
First, all the established alternatives to qualitative belief revision draw heavily
on numbers. There are different ways of representing (certain aspects of ) belief
states: Belief sets K (sets of sentences closed under some standard background
logic, as in the AGM approach), probability functions P and Spohnian ranking
functions k. While AGM have an operation like K * 3, Jeffrey probabilists have
an operation like P + (3, p) and Spohn has an operation like  * (3, k). Here
the letters p and k stand for real numbers in the interval [0,1] and ordinal
numbers respectively. The expansion symbol + indicates that both the new
information 3 and its denial are supposed to be “consistent” with P,” a
requirement that is not necessary in the case of revision functions which we
denote by the symbol .

In contrast to the numerical approaches, our model avoids reference to poorly
interpreted numbers and instead focuses on an operation that can be repre-
sented by a formula of the format K % (o < (3). This notation indicates that
the revision is actually effected by a statement that compares the degrees of
acceptance (more precisely: the entrenchments) of « and 3. But there is a
crucial asymmetry in the roles of o and [3: « is the reference sentence, (3 is
the input sentence. In order to make this more perspicuous, we will use the
notation K o, 3 for the revision-by-comparison operation. The belief state
K o, (3 is the one that results after the agent has obeyed the instruction “See
to it that the entrenchment of 3 is at least as firm as the entrenchment of a.”

In contrast to previous studies in belief change of the AGM variety, we will
study a simple model of implementing revision-by-comparison in terms of a
function K o, ( that takes two sentences o and (8 as arguments. We use the
letter K for the notion of a belief set, i.e., a set of sentences closed under logical
consequences. 8 As is common in belief revision, the belief set is supposed to
come equipped with a belief-revision guiding structure, e.g., with an entrench-

6 One of the advantages of numbers as points of reference is that they stay stable
when other things are moved. Beliefs do not in general share this stately property
when other beliefs are changed.

7 Jeffrey-conditionalization only works if both P(3) and P(—f3) are non-zero.

8 Throughout this paper, we presume without further notice that the background
logic is Tarskian, i.e., satisfies Inclusion, Idempotence and Monotony, and that it
is compact, supraclassical and satisfies the deduction theorem. In our notation, we
switch between the consequence relation - and the consequence operation Cn as
we find it convenient.
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ment ordering <. Our notation is not meant to suggest that belief sets are full
representations of belief states. Rather, the prior and posterior belief states
in a transition effected by a revision can be identified with the belief-revision
guiding structures themselves. The function o takes a belief state and two
sentences as arguments and returns a belief state. Having said this, we believe
that our notation which is chosen with a view to maintaining continuity with
the AGM tradition will not cause any confusion about the matter.

For the most part of this paper (except in Section 9), we will take the initial
belief state (and thus the initial belief set) to be revised as contextually given
and fixed. Still, we have to deal with a dyadic function taking two sentences as
arguments. This makes the axiomatization of the model we propose somewhat
more complicated and difficult than AGM-style axiomatizations. Ultimately,
however, the dyadic function will turn out to be reducible, through a non-
trivial case distinction, to a combination of monadic belief change operations
taking only one sentence as an argument.

We have mentioned that the reference sentence is usually supposed to be suffi-
ciently highly entrenched as compared to the (negation of the) input sentence.
This is the paradigm case of application of revision-by-comparison, and in this
case our operation will behave like an ordinary kind of AGM revision by the
input sentence. More precisely, the operation we are going to study is an ex-
tended kind of AGM revision function that is suitable for repeated ( “iterated”)
use. That iterations are possible is due to the fact that it is not belief sets, but
belief-revision guiding structures that are taken to represent doxastic states,
and that consequently, structures like entrenchment relations are the primary
objects that get changed by belief change functions. ?

If, however, the reference sentence is too weakly entrenched relative to the
(negation of the) input sentence, the attempted revision will fail and end up
with a contraction of the belief set, more precisely a severe withdrawal of the
reference sentence (Pagnucco and Rott 1999). This is the first limiting case for
which our operation reduces to an operation that is well-known from previous
literature. If the agent wants to withdraw (severely) a sentence a from his
belief set, this can be achieved by making the falsity, |, at least as entrenched
as « (or equivalently, by making -« at least as entrenched as «).

Roughly speaking, the input sentence tends to initiate a revision, the reference
sentence is prone to be withdrawn. So the two arguments of the dyadic function
are related to the two main operations of AGM-style belief change operations.

A second, quite different limiting case is that of irrevocable belief change

9 Tterations allow a convenient definition of a symmetrical version of revision by
comparison. If an agent wants to implement an operation that can be read as the
instruction “See to it that the entrenchment of § is exactly as firm as the entrench-
ment of o, she can use the operation (K o, 3)oga. Compare Theorem 14, condition
(IT5) below.
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(Segerberg 1998). This is the case when the agent makes [ maximally en-
trenched, i.e., as well-entrenched as a tautology. In ordinary language, this
happens if the agent comes to consider the truth of the input sentence to be
“as sure as fate” or “as clear as day”. No doubt is left that  is true, and this
is settled once and for all, 3 is never going to be lost.

Both limiting cases concern operations where the dyadic function is reduced to
a monadic function (by taking L as the input sentence and T as the reference
sentence respectively). A further interesting operation is the monadic function
* = o, with some fixed reference sentence . Because the agent can never ever
recover =3, once such an operation K * 3 has successfully taken place, we call
these operations irrefutable revisions. Irrefutable belief revision is rather close
to belief revision as axiomatized by Alchourrén, Gardenfors and Makinson
(1985). The most striking difference is that it is not necessarily “successful”
(it is non-prioritized in the sense of Hansson ed. 1997), but that it invariably
respects consistency (even in the case of an inconsistent input sentence). Thus
it is even closer to “credibility-limited belief revision” in the sense of Hansson
et al. (2001).

A detailed study and self-contained axiomatizations of the three special cases
of severe withdrawal, irrevocable belief revision and irrefutable belief revision
is deferred to a companion paper to the present one (Rott 200x).

2 Semantics for revision by comparison

Our semantics is motivated by the well-known systems-of-spheres modelling in
the style of Grove (1988) (which is in turn inspired by Lewis 1973). Formally,
a sphere S is simply a set of possible worlds. A system of spheres, or SOS, is
a non-empty set $ of nested spheres (in the sense of set inclusion) with N $ as
the smallest sphere in $. The belief set K = Kg associated with a system of
spheres $ is the set of sentences that are true throughout the innermost sphere
of $. Intuitively, the innermost sphere contains the most plausible worlds,
the second innermost sphere (without the innermost one) the second most
plausible worlds, and so on.

Let [a] be the set of worlds that satisfy a. We call a sentence o universal
with respect to the system of spheres $ if U$ C [«]. The set W of all possible
worlds is not necessarily in $. If it is, we call $ itself universal.

Notice that here and in the following, belief sets are only certain abstractions
from belief states, while belief states are represented by some fairly compli-
cated structure (a system of spheres). As is common in all approaches to
iterated belief change, belief states, and not just belief sets, are subject to
change in the process of belief revision.

The main idea now, expressed in the possible worlds reading, is that the new
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Fig. 1. The intended Case

system of spheres generated by the change o, is obtained by shifting the —3-
worlds that are closer to the original belief set (according to the prior system
of spheres) than the closest —a-worlds outwards up to the ring where the
closest —a-worlds reside. This yields a new system of spheres that represents
the posterior belief state. The intended paradigm case is depicted in Fig. 1.
The posterior system of spheres which results from applying the operation
0.0 to $ will be called §'.

What exactly does the revision-by-comparison operation o,/3 do? For sen-
tences « that are not universal with respect to $, we put

(Def § from $):

$=({Sn[fl:S€Fand SC o]} U{S:Se$and S L [a]})— {0}

If « is universal, but —f is not universal w.r.t. $, we can put § = {S N3] :
S € $} — {0}. The case where both o and = are universal w.r.t. $ is a very
special case which we define to yield $ = {0}. We will return to this case
later.

Clearly, this gives us another system of spheres. It is important that unless
both o and —( are universal w.r.t. $, the posterior SOS does not have the
empty sphere as the innermost sphere — which means that the belief set K’ =
Ky associated with $' is a consistent theory. This makes the method suitable as
a method for revisions by sentences that are incompatible with the prior belief
set. Notice that it is not necessary that the sphere determining the “firmness”
with which [ is accepted is characterized with the help of some sentence a.. We
could alternatively regard this model as a sphere-indexed revision operation,
indexed by an arbitrary threshold sphere S*, but we shall not further follow
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this line of thought in the present paper. °

As a slightly different model, one can use orderings of worlds. Assume that a
complete and transitive ordering < over the worlds is given. The correspon-
dence between SOS’s and orderings of worlds modelling is as follows. The
innermost sphere in $ consists precisely of the <-minimal worlds, and each
sphere in $ is of the form {w : w < w’ for some fixed w'}.'* Conversely,
w =< w' if and only if each sphere in $ that contains w’ also contains w.

The posterior ordering of worlds that results from applying the operation o, (3
to < will be called <’.

Now choose some =<-minimal world that satisfies —a, and call it w-,. We
assume that such a world exists provided that « is not logically valid (this
corresponds to Lewis’s “limit assumption”). If « is logically valid, i.e., if there
is no world satisfying —«, then we fix by convention that w-, is chosen as
an arbitrary =<-maximal world (we also assume that there exist <-maximal
worlds).

Now we can define the posterior ordering <'.

(Def <’ from =):

w=<w and w_, W or
w="w iff { w=<w andw and w’ are both S-worlds or

w = w-o and w' is a ~F-world

Observation 1 The ordering <’ thus defined is a complete and transitive
ordering of worlds.

The world determining the “firmness” with which 3 is accepted need not be
identified with the help of some sentence a. We could alternatively employ this
model as a world-indexed revision operation, indexed by an arbitrary threshold
world w*, but we refrain from doing so in this paper.

It is easy to check that the relation <’ just defined has the following properties:

e For all worlds w, w < w-, if and only if w =" w_,
e For all f-worlds w, w-, =< w if and only if w-, <" w
e For all =g-worlds w, w-, <" w

It will become clear later in this paper that these properties are desirable.

10 For a similar approach using numbers, see Williams (1995).

11 Alternatively, one could take this system of spheres minus the set W of all possible
worlds. We neglect this ambiguity, although it would lead to different belief sets in
certain limiting cases.
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3 Revision by comparison in terms of epistemic entrenchment

Systems of spheres are a way of representing how well the agent’s beliefs are
entrenched. Intuitively, the idea is that a belief § is more entrenched than a
belief «, if all the —3-worlds are “farther out” than some of the —a-worlds.
More precisely, an entrenchment relation < can be thought of as generated by
a system of spheres $ by the following definition:

(Def < from $):

a<f ifandonlyif forall S€$§, if S C o], then S C [f]

Entrenchment relations need not be thought of as deriving from a systems
of spheres. They can be studied in their own right, independently from any
possible worlds representation. In fact, while we use the possible worlds rep-
resentation as a motivation for the approach we are advocating, we will turn
on entrenchment relations in most of the formal developments to come. The
relation between possible worlds and entrenchments was studied by Grove
(1988), Gérdenfors (1988), Peppas and Williams (1995) and Pagnucco and
Rott (1999), among others. !2

In order to make entrenchments fit the needs of revision by comparison we
slightly generalize the definition of epistemic entrenchment as introduced by
Gérdenfors and Makinson (1988).

Let £ be the set of all sentences in a propositional language. An relation <
over L is called a relation of epistemic entrenchment, if it satisfies the following
conditions:

(E1) If « <pand <7, then a <~ (Transitivity)
(E2) If at (3, then a < g (Dominance)
(E3) a<aANforf<aNp (Conjunctiveness)

For the following it is important to note that as compared to Gardenfors and
Makinson, we do not include an additional ‘Maximality condition” according
to which § < « for every § € L can hold only if « is a logical truth (this
requirement corresponds to the universality of $).1® For reasons that will

2Tn the converse direction, one can construct a system of spheres from a given
entrenchment relation by defining S € $ if and only if there is an « such that
S = {w : w satisfies every § with o < 8} (and S # W). See Pagnucco and Rott
(1999, p. 528). Except for some limiting cases, the two constructions dovetail nicely.
13 We will comment on a missing ‘Minimality condition’ presently. In later work,
Gérdenfors and Makinson (1994) used (E1) - (E3) for defining expectation orderings
to be applied in nonmonotonic reasoning. Similar relations without Maximality are
also prominent in the possibilistic framework, see e.g. Dubois and Prade’s (1991)
necessity measures.
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become clear later on, we call sentences that are no less entrenched than T
irrevocable sentences. An entrenchment relation < is called trivial if T < 1;
this holds just in case < = £ x £.1*

It follows from (E1) — (E3) that an epistemic entrenchment is a complete pre-
order over £. While systems of spheres $ can be seen as essentially ordering
worlds outside the set of worlds satisfying all current beliefs, entrenchment
orderings essentially order the sentences within the set of current beliefs.

We may now define the belief set K = K< associated with an entrenchment
relation < as the set of all sentences that are non-minimal under <:

(Def K<):

{a:Ll<a} f L<T
KS —
K| in the trivial case T < L

Here K| = L denotes the inconsistent or “absurd” belief set.

Notice that like in the SOS model, belief sets are only abstractions from belief
states, while belief states themselves are now represented by the structure of
the entrenchment relation. Due to the properties of entrenchment relations,
each such belief set K< is logically closed. It is easy to check that K< = Ky if
< derives from a system of spheres $ by (Def < from $).

Definition (Def K<) validates the Gardenfors-Makinson axiom of ‘Minimality’
for entrenchment conditions, according to which for a consistent belief set K,
all and only non-elements of K are minimally entrenched with respect to <.
This is the idea on which the following considerations are based. But we also
want to draw the reader’s attention to the fact that the set of current beliefs
might in principle also be defined to be the set of all sentences ‘above a certain
level” with respect to <.

In order to make things iterable, we need to revise not only the belief set
but also the entrenchment relation from which the belief set is derived. Let
< be the prior entrenchment relation determining the prior belief set K. Now
assume that the agent accepts ( at least as certainly as «, and let <’ be the
posterior entrenchment relation determining the posterior belief set K o, (.
Then <’ is defined by

(Def <’ from <):

LS it aN(B—=7)<(B—=9),ify<a
v <4 , otherwise

14 The trivial entrenchment relation may be regarded as corresponding to the sphere
system $ = {0} and to the constant revision-by-comparison function K o, 5= K .
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The most distinctive part of this central definition is that the new relation
between v and ¢ is determined by the relation between the conditionals § —
v and # — ¢, where the antecedent [ is the belief to be accepted. This
condition is well-known from irrevocable belief revision (Rott 1991a, Fermé
2000). However, this part of the definition is relevant only as long as certain
sentences, namely v and 3 — 0, are less entrenched than a.

Definition (Def <" from <) reflects our intended possible worlds reading ac-
cording to which the system of spheres generated by the change ‘0,3’ is ob-
tained by shifting the —F-worlds that are more ‘central’ or ‘plausible’ than the
most central or plausible ~a-worlds out to the ring where the most plausible
—a-worlds reside. We first show that (Def <’ from <) indeed captures the
semantical recipe to construct revisions-by-comparison in terms of entrench-
ment.

Theorem 2 Let $ be a system of spheres and $' be changed through revision
by comparison according to (Def $’ from $). Let < and <’ be the entrenchment
relations derived from $ and $' by (Def < from $) respectively. Then <' can
be obtained from < by (Def <’ from <).

The proof for this theorem, as well as for the observations and theorems to
follow, is given in Appendix 1 of this paper.

(Def <’ from <) is our official definition on which the following work is based.
Like any other definition of posterior entrenchments in terms of prior en-
trenchments, this definition provides for iterated belief change. But we will
not address the problem of iteration before Section 9.

Observation 3 If < satisfies transitivity (E1), dominance (E2) and conjunc-
tiveness (E3), then <’ does so, too.

Like the prior entrenchment relation <, the posterior entrenchment relation
<’ is a complete pre-order of all the sentences of the language.

From the revised relation <’ we can easily define the revised belief set by
putting K o, 8 = K< . Notice that we cannot take it for granted here that
the posterior entrenchment relation <’ satisfies Non-triviality (the condition
1 < T used in Rott 1992). In fact, if both T < o and T < =f (i.e., if
T < a A —f), then we find that the posterior entrenchment relation <’ gives
~v <’ ¢ for arbitrary v and ¢. This can be interpreted as a kind of epistemic
collapse and it is most natural to take the corresponding belief set to be the
inconsistent theory K,.'® In AGM theory, any inconsistent input leads to
an epistemic collapse. In the present model, the epistemic collapse is a very
exceptional case that happens only if an agent is told to promote a sentence
the negation of which is irrevocable to the entrenchment level of an irrevocable
sentence.

15The set {y: L <’ 4} is empty in this case, and thus is not a logically closed set
of sentences at all.
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After a few simplifying steps, we get the following characterization of the
posterior belief set in terms of the prior entrenchment relation:

(Def o from <):

< aAN(f—7) or
YEKo, [ iff (a<y or
T<aN—fp

The most distinctive part of this definition is that v is in K o, § if =0 <
(8 — . This is typical for AGM-style acceptance of v in a theory revised by
(3 (Lindstrom and Rabinowicz 1991, p. 97, and Rott 1991b, p. 144). However,
this part of the definition is relevant only as long as certain sentences, namely
= and 7, are less entrenched than «.

Taking the revision-by-comparison operation o as primitive, we can define the
prior belief set by suitably choosing reference and input sentences in such a
way that the set of original beliefs is not changed at all. Later we shall see
that it is expedient to define the belief set K = K, associated with a revision-
by-comparison operation o as K o, 1.1°

The crucial question now is: How can the definition of the new entrenchment
relation <’ in terms of the old entrenchment relation < be converted into an
axiomatic characterization of — iterated — revisions by comparison

(a)  for belief change with a fixed reference sentence «
(b)  for belief change with variable reference sentences

We will tackle the more general problem (b) first and consider the special case
(a) under the name “irrefutable belief revision” in the companion paper (Rott
200x).

Before doing this, however, we have a closer look at how the operation of
revision-by-comparison works.

4 What the operation does

Let again <’ be the posterior entrenchment relation that determines the re-
vised belief set K o, 3. In order to get a feeling for what the operation o,/
actually does, we first have a look at the relative posterior entrenchments of
«, [, and arbitrary other sentences ~.

16 This definition is not circular, because, as pointed out above, o really operates on
belief states (like systems of spheres or entrenchment relations), and not on belief
sets.
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case entrenchment kind of change

The intended case: 0 <a and 0 < « Ko,f=Kx0
AGM-style revision

The vacuous case: a<p Ko,0=K
No change

The unsuccessful case: a<-f4 and a<T Ko, (=K>«a
Withdrawal

The epistemic collapse: T<a and T <3 Ko,0=K,

Fig. 2. The four basic cases

Remember that the goal of the operation o, is to make 3 at least as en-
trenched as «. It is easy to show that the definition of <’ indeed guarantees
that always

a<p
but that it does not do any extra lifting. 5 ends up being more entrenched
than « only if it was more entrenched than a to begin with:

a< B iff a<p

One can in fact show that for an arbitrary sentence
a< vy iff a<y

On the other hand, for an arbitrary sentence

y<'B i y<a or y<p

Clearly, the entrenchment relation between two sentences that are at least as
entrenched as « in the prior belief state will not be affected by the operation

oa:

If o <~vand a<dthen:y < §iff vy <4

In the rest of this section, we distinguish and discuss four basic cases (see
Fig. 2). These cases exhaust the space of logical possibilities. They are not
disjoint, but where more than one of them applies, they yield identical results.

4.1 The intended paradigm case

The intended application of revision by comparison is the case when the ref-
erence sentence « is more entrenched than both the input sentence 3 and its
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negation =, i.e., when f < a and =3 < a.

In this case, no simplification of (Def <’ from <) is possible, but we can
telescope the characterization of the posterior belief set (because in this case
a < 7y implies =F < f — 7):

Ko,f={y:8<pB—v}=K=xf

where * is the ordinary AGM revision function based on entrenchment, gen-
eralized to a context without the Maximality condition for <. Interpretation:
In the ordinary case, where « is selected as a comparatively well-entrenched
belief, the new operation coincides with an AGM revision — as far as one-step
revisions of belief sets are concerned.

A special situation within the paradigm case arises when « is indeed maximally
entrenched. If T < «, then o,( leads to the following change, according to
(Def <’ from <):

v<'o it (B—7) < (8—0)

Let us briefly consider the special case where T < «. Note that in this case,
we always have K o, = K * 3, where % is entrenchment-based revision in
the style of Gardenfors and Makinson. Correspondingly, we do not have the
AGM postulate of Consistency (K*5). In our account, the condition that the
posterior belief set is inconsistent only if =3 is a logical truth is replaced by
the condition that the posterior belief set is inconsistent only if =3 is at least
as entrenched as T (that =3 be “irrevocable”). More details about the case
T < « are discussed in the companion paper to the present one under the
heading irrevocable belief change (after Segerberg 1998).

4.2 The vacuous case

The vacuous case is the one in which o < (8 holds anyway, so that the goal
state of the operation o, — viz., that § be at least as entrenched as o — is
present to begin with (for the sphere representation, see Fig. 3). In this case,
nothing changes:

Lemma 4 If o < (3, then

y<"o iff v<¢

And evidently, for the posterior belief set, we get

Ko,B=K

Interpretation: If 3 is already at least as entrenched as «, we don’t have to
do anything. In effect, this case only differs from the case of section 4.1 if 3 is
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Fig. 3. The vacuous case

Fig. 4. The unsuccessful case

not in the belief set K (and thus, by o < 3, a is not in K either). If 5 is in
the belief set, then K o, 0 = K = K * 3, where x is as in AGM, so the case
of the previous section subsumes the present one. If 3 is not in K, however,
(is not in K o, # = K, in contrast to K * (3 which includes 3. It turns out
that the operation o,(3 can be unsuccessful in the sense that 3 does not get
accepted at all. For this reason we sometimes have K + 3 € K o, 3, even if
= is not in K.

4.8  The unsuccessful case

The unsuccessful case is the one in which @ < =4 and o < T (see Fig. 4).
Because then a A ( — v) < a < =0 < (6 — 0), by (E1) and (E2), we can
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simplify (Def <’ from <) and get that

<6 ff y<aory<d

For the posterior belief set, we obtain

Ko,pB=K>«

where = is the severe withdrawal function based on < (Pagnucco and Rott
1999), i.e.,

Ka={y:a<~vy}

Interpretation: If =3 is at least as entrenched as «, then the instruction to
see to it that the entrenchment of 3 is at least as firm as the entrenchment
of o does not suffice to render § accepted, but rather renders « rejected. The
reference sentence just hasn’t been strong enough to achieve acceptance of the
input sentence. We will presently show that (3 fails to be accepted in K o, 3 if
and only if @ < =, and that in this case « is rejected, too. If the agent intends
to guarantee that the revision-by-comparison is “unsuccessful” and, thereby,
to eliminate the reference sentence, he may choose the ‘input sentence’ | —
which will not be put into K.

Severe withdrawal is a limiting case of revision by comparison. We have al-
ready mentioned another limiting case, that of irrevocable revision. The latter
method is basically an extension of AGM revision by an extra condition for
iterated revisions. The former method is an alternative to AGM contraction
which has not yet been studied as a method for iterated belief change, but
its generalization to iterated functions is fairly straightforward. Both limiting
cases are studied in Rott (200x).

4.4 The epistemic collapse

The epistemic collapse is a consequence of an instruction as absurd as the
instruction to accept a contradiction with the strength of a tautology. More
precisely, the curious situation arises when T < a and T < —f (see Fig. 5).
The definition (Def <’ from <) then reduces to v <’ §, for every pair of
sentences v and J. An equivalent way of expressing the same is just to say
that T < L, from which it follows that < = £ x L. (Def K<) tells us that in
this case K’ is inconsistent. With revision by comparison alone, we can never
recover from a state of epistemic collapse. Once caught in an entrenchment
relation with T < 1, no operation of the form ‘o,3" will ever lead the agent
out of his predicament.
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Fig. 5. The epistemic collapse

5 Postulates for one-step revision by comparison

We are now going to present a brief and economical axiomatization, which
is unfortunately not very intuitive. Much of it relates a general revision-by-
comparison K o, (8 to a revision-by-comparison of the more specific form
Ko, 1. As already mentioned, such operations are essentially operations of
belief contraction (or “belief withdrawal”) rather than belief revision. The
reader will be able to form a better idea of how o works after we have derived
a list of properties from the set of axioms.

As is common in the belief revision literature, we use the abbreviation K + «
to denote the set Cn (K U {a}). We have six fundamental axioms for one-step
revision by comparison.

(C1) Ko, 3= Cn(Ko,p3). (Closure)
(C2) If Cn(a) = Cn(y) and Cn(B) = Cn(9), then K o, = K o, 6.
(Extensionality)
(C3) If « ¢ Kogl, then Kozl C Ko, L. (Strong Inclusion)
(C4) If o € Ko, L, then o € K o57. (Irrevocability)
(C5) If « € Kognp L, then Ko, 3= (KoqnpL)+ 3  (Reduction 1)
(C6) If « ¢ Kogpp L, then Ko, =K oppn-p L. (Reduction 2)

Extensionality and Closure make clear that we are dealing with the “knowl-
edge level” (Nebel 1989), where it is the content that counts, and syntactical
variation is irrelevant. Strong Inclusion is a property taken over from an ax-
iomatization of the operation of severe withdrawal (Pagnucco and Rott 1999).
Intuitively, it says that if « is not more entrenched than 3, then the withdrawal
of « results in a superset of the withdrawal of 3. According to Irrevocability,
if a direct attempt at withdrawing a from K fails, then a will survive any
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revision by comparison. (C5) and (C6) jointly show that by using a suitable
case distinction, the operation of revision by comparison o, with its two
arguments (reference sentence o and input sentence (3) can essentially be re-
duced to the operation of o, L that takes only one argument. It is important
to see that the power of the dyadic (binary) function can be simulated by a
sophisticated application of a monadic (unary) function. It is hard to think of
a direct motivation for the reduction postulates (C5) and (C6). What we can
say in favour of them is that they make for a compact axiomatization that fits
the semantics and has appealing consequences.

From (C5) and (C6), it is easy to derive that K ot T = Ko, T = Ko, |.
From the intuitive description and the semantic modellings above, it is clear
that none of the operations ot T, o; T and o, | introduces any changes to
the belief state. So any of the belief sets K o+ T, Ko, T and K o, L can
intuitively be taken to represent the set of current beliefs, i.e., the belief set
K = K, corresponding to a given operation o. For the sake of simple proofs, we
choose K o | to take this role, and we say that o is a revision-by-comparison
operation on K = Ko, .

Lemma 5 Given this definition of K, axioms (C1) — (C6) entail that o sat-
1sfies

(Vacuity) If o ¢ K, then K o, = K.

Vacuity says that if the reference sentence is not believed itself, then revision
by comparison doesn’t change the belief set.

6 Derived properties of one-step revision by comparison

We now give a list of properties that have a close connection to the classical
AGM (1985) postulates for belief change. First we note that the AGM proper-
ties of Closure and Extensionality—(Kx1) and (K«6) in the usual numbering—
have counterparts in (C1) and (C2). But there are more analogies which we
reflect by keeping the widely used AGM-numberings, and adding some more
descriptive names at the right-hand side.

Observation 6 Let o be an operation satisfying (C1) — (C6), and let the set
K = K, of current beliefs be defined as K o, L. Then o satisfies:

(K*2) If o€ Ko, then g € Ko, [ (Weak Success)
(K*3) Ko,C K+ (Inclusion)
(Kx4) If -5 ¢ K, then K C Ko, 3 (Preservation)
(Kx5) aAN-f € KognplL iff Ko,f=K, (Consistency)
(KxT7) Ko, (BAY) C(Ko,pB)+7y (Superexpansion)
(K*8) If -y ¢ Ko, 3, then Ko, 3C Ko, (BA7)
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(Conjunctive Preservation)

(K«7&8) Ko, (BVy) =Ko, or Ko, (BVy) =Ko,y
or Ko, (BVy)=Ko,[3 N Ko,v (Disjunctive Factoring)

(K=8%) Ifa ¢ K ouns7, then K ogngy = K 0,7y
(K=D) Kogpy=Ko,v or Kogngy=Kogy (Decomposition)

The Weak Success condition (K%2) says that if the reference sentence « is
retained as a belief, then the revision by the input sentence (3 is successful in
the sense that ( actually gets accepted.

Inclusion (Kx3) and Preservation (Kx4) are very close to the AGM postulates
with a similar label. AGM, however, use a strengthening of (Kx4), namely,

(K«4") 1If =5 ¢ K, then K + 3 C K o, (3. (AGM’s 4th condition)

In AGM, (Kx4') follows immediately from Preservation together with Success
(v € K*a) and Closure. In our model, this postulate is not valid, for the same
reasons that stand in the way of the unrestricted Success condition g € Ko, /3.

Superexpansion (Kx7) and Conjunctive Preservation (K*8) have analogues in
the seventh and eighth AGM postulates for revisions (here: revisions by SA7).
But other than in AGM, (K%8) does not imply that v is in K o, (G A7) (i.e.,
it does not imply a certain form of ‘success’).

The seventh and eighth AGM postulates for contractions have counterparts
in

(K=7) Ko,y N Kogy C K ogngy (Conjunctive Overlap)
(K=8) If @« ¢ Koang7, then K oynpy € K o,y (Conjunctive Inclusion)
which follow immediately from (K=D) and (K—8%), respectively.

The following rule also follows immediately from (K=D):

(K=T&8) Koupngy =Ko,y or Kogngy=Kogy
or Kogpgy=Ko,y N Kogry (Conjunctive Factoring)

Disjunctive Factoring and Conjunctive Factoring correspond to similar AGM
properties for revision (by 5V 7) and contraction (with respect to o A )
respectively. Decomposition is a strengthening of (K—-7&8). It was mentioned
in Alchourrén et al. (1985, Observation 6.3(a)) as one of the postulates to
characterize maxichoice contraction, and in Pagnucco and Rott (1999, Lemma
2(ii)) as one of the properties of severe withdrawals.

Notice that the typical AGM-style properties (K=7) and (K—8) for contrac-
tions can be strengthened considerably in the present context.

Observation 6 and its consequences confirm our earlier impression that revi-
sion by comparison has characteristics of revision (with respect to the input
sentence) and at the same time characteristics of contraction (with respect to
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the reference sentence). Roughly speaking, one can view K o, [ as a qualified
revision of K by (: The input sentence 3 is accepted “were it not for the
worlds that falsify o”. But K o, # can at the same time be regarded as a
qualified withdrawal of a from K: « is given up in the agent’s belief state,
“were it not for the worlds that verify 5”.

Let us finally have a look at a number of further interesting properties of the
operation o, some of which are interesting in themselves, some of them needed
to prove other things.

Observation 7 Let o be an operation on a belief set K that satisfies (C1) —
(C6). Then o satisfies:

(Ql) HfaeKoglanda¢ Ko, L, then Ko, 1 C Kog L.

(Q2) a€ Ko, iff ae Kopg-a.

(Q3) If vy € K o, =y, then v € K o, (3.

(Q4) If o € Ko, L then g € K o, f3. (Irrevocable Success)

(Q5) peKorp.

(Q6) Kogn-p L C Ko, [ (Severe withdrawal lower bound)
fa¢ Kozl or-feKogl, theneven K oqpn5 L = Ko, .

(Q7) Ko, C Kot (a—f) (AGM revision upper bound)
lfae Kogland ~f¢ Ko gl theneven Ko, =Kora— .

Q8 Ko, 1l =Ko,

)
QQ) Koaﬂ:Koa(a_)ﬁ)

(

(

(QL0) Ifa € Ko, f, then Ko, 3= K or 3

(Qll) peKo,p iff (¢€ Ko, or €K o,—[f)

(Ql2) aeKogl iff (a€ Kog—a or &€ Kogl)

(Q13) Ifa¢ Kog—aand ¢ Ko, then a¢ K o, ~«
(Ql4) IfaAvy¢ Kogny L, then a¢ Ko, —a or v¢ K o, —y
(Ql5) a€ Ko, Liff Ko, L =K.

(Q16) Ifa¢ Ko, L, then Ko, L C K oung L.

(Q17) Ifa¢ Ko, L, then Ko, 1 C K o, f.

Properties (Q6) and (Q7) show that our operation K o, 3 is, in a precise sense,
“between” an AGM revision by o — ( and a severe withdrawal with respect
to the negation of this sentence.
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7 How to express entrenchments in terms of revisions

A convenient way to express entrenchments in terms of revisions by compari-
son uses the fixed input sentence L:

(Def < from o)

a<p iff a¢ Kogl or e Kogl

We first need to make sure that the relation < so defined is indeed an en-
trenchment relation in the technical sense introduced in Section 3. Note that
B € K oz L is equivalent to K o L = K, by (Q15).

Observation 8 If o satisfies (C1) — (C6), then < as defined by (Def < from
o) is an entrenchment relation, i.e., it satisfies (E1) — (E3).

Reference is made in (Def < from o) to revisions with fixed input sentence
1, equivalent with severe withdrawals. 17 It is actually a unary belief change
operation here that defines the entrenchment relation. (Def < from o) is the
definition that we will use in our proofs, but it is instructive to have a look at
a few equivalent versions, some of which use genuine revisions by comparison.

Observation 9 The following conditions are all equivalent:
(a) a ¢ Kogl or e Kogl

(b) a¢ Kog—a or f€ Kog L

(c) a¢ Ko, or € Kozl

(d) a¢ KognpgLorfeKognsl

(e) a¢ Kor—=(aAp)or fe Kor—(anp)

Condition (e) gives perhaps the most interesting variant of (Def < from o).
Reference is made here to revisions with fixed reference sentence T, equivalent
with irrevocable revisions.'® Again, it is essentially a unary belief change
operation that defines the entrenchment relation.

8 Entrenchment-based revision by comparison: Representation
theorems for one-step revisions

We show that the class of entrenchment-based functions of revision-by-
comparison coincides exactly with the class of functions satisfying (C1) —

17 Essentially the same condition as in (Def < from o) is used in Pagnucco and Rott
(1999, pp. 525-526), where it is also shown how to construct systems of spheres
from severe withdrawal functions.

18 See the companion paper (Rott 200%). Essentially the same condition is used in
Hansson et al. (2001, proof of Theorem 13).
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(C6).

Theorem 10 (Soundness) Let < be an entrenchment ordering that satis-
fies (E1) — (E3). Furthermore let o be the entrenchment-based revision-by-
comparison function defined by condition (Def o from <). Then o satisfies
(C1) — (C6). Moreover, K, = K<, and < can be retrieved from o with the
help of (Def < from o).

Theorem 11 (Completeness) Let o be a revision-by-comparison function
satisfying (C1) — (C6). Then there is an entrenchment relation < satisfying
(E1) — (E3) such that o can be represented as being generated from < with
the help of (Def o from <), and K< = K.

As may be expected, the entrenchment relation < mentioned in the complete-
ness theorem can be derived from o with the help of (Def < from o).

Due to Theorem 2, the soundness theorem also applies to sphere-based revision
by comparison. Using known results about the very close relationship between
systems of spheres and entrenchments (see the references mentioned in Section
3), it is clear that the completeness theorem is valid for sphere-based revision
by comparison as well.

9 Entrenchment-based revision by comparison: Representation
theorems for iterated revisions

So far we have only looked at one-step revisions. Given an entrenchment re-
lation < which represents a belief state, however, we can generate an iterated
revision-by-comparison operation by repeated applications of (Def <’ from
<) and (Def K<).'® We would like to know the properties of the repeated
operation o thus generated. More exactly, we want to know how a two-fold
application of o relates to single applications of o. If we have an answer to this
question, we can reduce any finite number of revisions by comparison to sin-
gle applications of o. There is a price to be paid for this reduction, of course:
There will be intricate case distinctions to be made. In addressing the iterated
case, then, the general question to ask is under what circumstances we have

¢ € (Ko, 3)oy0

However, this case is still very complex. The problem of iteration is a delicate
matter even in the case of ordinary AGM revision without any specification of
plausibilities for input sentences (see Darwiche and Pearl 1997). Thus clearly,

19 Remember from Section 3 that (Def o from <) is a consequence of (Def <’ from <)
and (Def K<). The most important part of our construction is the repeated change
of the entrenchment relation (or, for that matter: of the system of spheres). As we
pointed out in Section 1, our notation leaves implicit the fact that the first argument
of o is really a belief state rather than a belief set.
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our function that takes three things (a belief state and two sentences) as
arguments rather than only two (a belief state and one sentence) must be
very involved. What we expect is an effect similar to the effects in the simpler
case of iterations of AGM revision, where (K * (3) * ¢ is somehow related to
revisions of K by (3, d or BAJ. Let us see whether we have analogous structures
here.

Fortunately, we can restrict ourselves to a special case of the above, viz. the
question what the conditions are for

de (Koyf)o, L

By the reduction axioms (C5) and (C6), we know that the answer to this
question is all we need to know. This is the crucial condition:

(IT) (K oy f)o, L =
(K ogny L)+ if Koy, Ll#K, and a € Ko, (BA—)
= Ko,1l N Ko, L if Ko, L #K, and a¢ Ko, (A7)

K| if Koyl =K,

Unfortunately, (IT) is very complex. Of course it would be nicer if it could be
derived from simpler and more elegant, yet valid postulates for iterated belief
change, but we do not see how this can be achieved. (IT) will enable us to
prove (Def <’ from <) from the o-postulates and (Def < from o). Before doing
that, let us extend the soundness result of Theorem 10 to the case of iterated
revision-by-comparison:

Theorem 12 Let < be an entrenchment relation satisfying (E1) — (E3). Let
o be the entrenchment-based iterated revision-by-comparison function defined
from < by condition (Def o from <) and (Def <’ from <). Then o satisfies
(IT).

The following theorem can be seen as an extension of the completeness result
Theorem 11:

Theorem 13 Let o be an iterated revision-by-comparison function satisfying
(C1) — (C6) as well as (IT), and let o’ be the revision-by-comparison function
(associated with K’ = K o, ) which is defined by

K'o 6= (Ko43)0,0

If < is the entrenchment relation derived from o by (Def < from o) and if <’
is the entrenchment relation derived from o’ by (Def < from o), then < and
<’ satisfy (Def <’ from <).
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Note that the posterior entrenchment <’ constructed in Theorem 13 is indeed
uniquely determined by the prior entrenchment < through (IT), (C5) and
(C6).

Condition (IT) is fairly hard to understand. To get a better picture of repeated
revisions, we take down the following interesting properties of revision-by-
comparison functions that are generated from < by means of (Def o from <)
and (Def <’ from <).

Theorem 14 Let o be an iterated revision-by-comparison function for K
satisfying (C1) — (C6) as well as (IT). Then o satisfies the following conditions:

(ITl) (K Oa ﬁ) 0q 7 = K 04 (ﬁ A 7)

Ko,p it y¢ Ko, Lor Ko, L =K,
Ko, , otherwise

(IT2) (K o4 ) o, 8 =

(IT3) (Ko, f3)o, = (Ko,f)o,[

(IT4) (K oy 1) oy | = (Koy L)N(Kogl),if Koy, , Kogl #K,
K| , otherwise
KOﬁO& ,ifO{%KOBJ_OI'KOBJ_:KL
K o, (3 , otherwise

(IT5) (Ko, ) oga =

(IT1) says that for identical reference sentences, iterated revisions can be
treated as revisions by conjunctions; this entails commutativity of revisions by
comparison with a fixed reference sentence. In (IT2), the two cases cannot be
conjoined into a set-theoretic combination of K o, # and K o, 3, because these
sets may be inconsistent, as, e.g., in the case a < =3 < ~. (IT3) establishes
commutativity of revisions by comparison with a fixed input sentence. For the
special case of severe withdrawal (the unary operation o 1), (IT4) shows that
it is usually possible to take the intersection of Ko, 3 and Ko, 3. The operation
considered in (IT5) is a symmetrical variant of revision-by-comparison that
sets a and 3 to an equal degree of entrenchment.

Now we have found out that iterations of revision-by-comparison functions are
fairly well-behaved in some special cases. Other principles that seem plausible
at first sight, however, fail. For instance, unrestricted commutativity

(Koaﬁ)ovéz(Kofyé)oaﬁ

does not hold in general, as is shown by the following example. Let £ have
only four atoms p, ¢, and s, and let K = Cn{r,p <> s}. Then
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Ko,q=K
(K opq)ors = Cn({prs})
Ko,.s= Cn({p,r,s})

(K o,5)0,q=Cn({p,q,r s})

For a simple possible worlds model of the same situation, consider for instance
the system of spheres with just one sphere containing four worlds characterized
by the literals (p,q,r, s), (p, ~q,7,s), (=p,q,r,—s) and (—p, =g, r,—s).

10 Discussion
10.1 Related work

In an elegant and dense paper, John Cantwell (1997) presents an idea of
raising the plausibility of a sentence (more precisely, of a non-belief). Though
developed independently, the work presented in this paper turns out to be
very close to the way Cantwell’s raising mechanism works.

The most significant difference between raising and revision by comparison is
that Cantwell does not present his operation as a revision operation, and in fact
the new belief set he defines (his “standard of belief”, Cantwell 1997, Def. 11)
is inconsistent in the belief-contravening case. This problem can be resolved
by a second step of consolidation (Cantwell’s Def. 14), but consolidation is
not an integral part of the idea of raising. It seems fair to say that both in
Cantwell’s paper and in the present one expansion is viewed as a limiting case
which is approached from different directions. For Cantwell, expansion is the
limiting case of raising where the raising goes up to the point at which the
hypothesis is not just made more plausible, but is actually turned into a new
belief. For us, an expansion is the limiting case of a revision by a sentence that
is consistent with the original belief set.

When the relative entrenchments of two sentences are shifted, it is hard to say
whether the first is raised to the level of the second, or whether the second is
lowered to the level of the first. We thus essentially agree with what Cantwell
(1997, p. 67) says about the (im-)possibility of comparing degrees of accep-
tance across purely qualitative structures. We have not thought of revision by
comparison as an operation of raising mainly because in our work the unsuc-
cessful case, where revision by comparison reduces to a severe withdrawal, is
a very important one. And in this case it seems much more natural to us to
say that the input sentence is not raised, but the reference sentence is lowered
(to the point at which it is not a belief any more).2°

20 We have not investigated here anything like Cantwell’s operation |,/ of “lower-
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The proposed model is not the only model conceivable that specifies a secu-
rity level (degree of acceptance) for the input sentence in terms of a reference
sentence that typically is already believed. There is an alternative “founda-
tionalist” idea (cf. Bonjour 1999) where one simply adds a constraint to an
existing set of constraints for possible worlds models or orderings of sentences.
Constraints of the form needed are expressible in natural language by condi-
tionals like ‘If not both o and 3, then (still) 3’ which in terms of entrenchment
expresses the strict preference a@ < 3.%! Negated conditionals of the form ‘It
is not the case that: if not both « and 3, then (still) o’ can be taken to express
the weak preference oo < 3.22 The task afterwards is to construct one or more
distinguished, in some sense minimal or maximal semantic model(s) that sat-
isfy the enlarged set of constraints. In contrast to this idea, the approach that
we follow in this paper is a “coherentist” one which incorporates an input like
a < [ directly into a given well-balanced relation of epistemic entrenchment,
without recourse to the set of sentences or constraints that may have figured as
inputs in the epistemic history of the agent. Our operation aims at satisfying
the new constraint with minimal perturbation of the prior entrenchment rela-
tion and maximal internal coherence.?* An alternative coherentist account of
changing belief states by conditionals is presented in Kern-Isberner (1999).

10.2 Problems

We see two main problems with our model. First, as we have seen, the agent
cannot revise by 3 when = is highly entrenched, more precisely, when = is
at least as entrenched as the reference sentence «. A solution might consist in
a strategy of choosing as reference sentence some « which is just a little bit
more entrenched than —3. This will lead to a posterior belief state in which
[ is accepted, if only with weak entrenchment. But it is doubtful, at least in
some situations or according to some interpretations, whether it makes sense
to think of the reference sentence as something that the agent is always free
to choose.

A second problematic feature of the model is that it tends to make orderings
coarser and coarser along a series of repeated revisions. 2* Semantically speak-

ing” that is supposed to lower the plausibility of 8 to the plausibility of a.

21 Compare Rott (1991b, 1997), Lehmann and Magidor (1992), Becher et al. (1999).
Also see Nayak et al. (1996) and Weydert (1998).

22 A model for dealing with both positive and negative conditional assertions is
developed in Booth and Paris (1998).

23 Coherence is guaranteed by the very fact that the posterior ordering is an en-
trenchment relation satisfying (E1) — (E3).

241f we look at the possible worlds modelling, this description seems intuitively
right. Formally, however, the only case of a genuine coarsening (where <’ is a proper
superset of <) happens if a revision-by-comparison is unsuccessful (i.e., 8 ¢ Ko, 3).
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ing, by throwing the comparatively plausible —3-worlds all together into the
first —a-ring, we lose all plausibility distinctions between them. Similarly, put
in terms of entrenchment, we lose all distinctions between those consequences
of # which are comparatively poorly entrenched, viz., at most as entrenched
as q.

A different, but related point is that by using revision-by-comparison alone,
we can never build up an informative belief state from the state of complete
ignorance. ?° In this state, the only potential reference sentences are the max-
imally entrenched ones, which a prior: are only the logical truths. Similarly,
as was mentioned before (in Section 4.4), we can never escape the state of
epistemic collapse by using revision-by-comparison.

Clearly, this is a disadvantage. Two kinds of remedy are available. First, we
can try to find more complicated variations of the proposed model that do
not exhibit this kind of weakness. However, it may turn out that the resulting
mechanism is so complex as not to allow for a perspicuous logical characteri-
zation. Second and perhaps more promising for iterated belief change, we can
combine revision-by-comparison with well-known operations of iterated belief
change which have the opposite property, i.e., that introduce finer and finer dis-
tinctions along a series of revisions. One such model is Boutilier’s (1993, 1996)
“natural revision” that always moves a certain set of worlds inwards, creat-
ing a new sphere in the very center of the system of spheres. Another model
for iterated revision that introduces new distinctions has been investigated
by Nayak (1994), Nayak, Nelson and Polansky (1996), Konieczny and Pino
Pérez (2000), Papini (2001), Nayak, Pagnucco and Peppas (2003) and others.
Combining such models (which take only one argument, the input sentence)
with revision-by-comparison, there is no danger of ending up with ever more
coarse-grained plausibility orderings of worlds or entrenchment orderings of
sentences. However, the combination approach burdens us with the task of
providing a methodology for deciding when to apply which revision method
for what reasons. This is difficult, to be sure, but it may just be the right way
to go in a purely qualitative setting. And it is certainly a challenging task for
future work.
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Appendix 1: Proofs

The following preparatory lemma will be helpful in the proofs.

Lemma 0
Let o an operation of revision by comparison that satisfies (C1) — (C6). Then:

(a) Ko, C (K ogpp L)+ 0.

(b) K ograg L C K o4 .

(c) If v € Ko, then a € Koy L.

(d) fa€e Ko, L, then Ko, L =K.

() f a € Ko, L, then K ogng L =KogL.

(f) f a ¢ Kog L, then K oaps L = Ko, L.

(g) f Kog Ll =Ko, L, then K ogng L =K ogny L =K ogppay L.
(h) If o ¢ K ogpy L, then K ogp, L =Ko, L.

(
(

i) If o« € K ogpny L, then Kogpy L =Ko, L.

)
j) fae Kog Ll and B¢ K og L, then K o,ppg L = K og L.

Proof of Lemma 0.
(a), (b) and (c) trivially follow from (C5) and (C6).

(d) Let a € K o, L. Then it follows by (C2) that a € K o,r~1 L. Hence by
(C5) Koy L =(Kogpn-y L)+ 1L =K.

(e) Let a € K o, L. It follows by (C4) that « € K oqpng L. If € Kogpng L
it follows by (C1) and (C4) and the previous result (d) that K o,ng L =
K, =Kogl. lf B¢ KoynpL, then by (C4) 8 ¢ K og L, from which it
follows by (C1) that a A3 ¢ K o L. Hence two-fold application of (C3) yields
Kognpg Ll =Kogl.

(f) Let a ¢ K og L. Then by (C3), K og L. C K o, L. It follows by (C1) that
aAfB ¢ KogLl. Then by (C3) K og L C K o4 L. It follows by (C4) that
a ¢ Ko, L, then by (C1) and (C3) K o, L C K o4, L. By (C4) and (C1)
either o« ¢ K oganp L or ¢ K ogps L. Then by (C3) K ogng L € K o, L or
Kogng L C Kogl. Hence K oqpp L = K o, L.

(g) Let K og L = K o, L. We will prove firstly that K o,ng L = K ogny L.
We have the following cases:

(1) B € KogL. Then by (d) v € K o, L. Hence by previous (e) K ogpy L =
Koyl =Kogng L.

(2) B¢ Kog L. Then by (d) v¢ Ko, L.
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(21) If o ¢ K og L, then o ¢ K o, L. Hence by previous (f) K onng L =
Koyl =Kogn L.

(22) If « € Kog L, then @« € K o, L. Since by (Cl) a A3 ¢ K og L and
aNy ¢ Ko, 1, (C3) yields that Kogl C KoangL and Ko, L C Kogpy L. So
a € Kogngl and o € Kogpy L. Due to (C4) f ¢ KogngL and v ¢ Kogny L.
Hence by (C3) K ogng L =Kogl =Ko, L =Koy L.

Secondly, applying exactly the same argument as before to K oqng L = K ogny
1, we get that K ongny L = K 0gpyny L = K ogny L, by (C1).

(h) Let o ¢ K ogpy L. By (C4) a ¢ K o, L. Then by (C1) a Ay & K o, L.
Then by two-fold application of (C3), K ogp, L = K o, L.

(i) Let « € K oqpny L. (1) v € K 0qpy L. Then by (C1) and (C4) v € K o, L.
Hence by (d) K ogny L = Ko, L = K. (2) v ¢ K o4ny L. Then by (h)
Kogny L =Ko, L.

() Let a € Kog L and f ¢ Kog L. By (Cl) oA ¢ K oz L. Then by (C3)

Kogl C KoungL, from which it follows by (C1) and (C4) that 8 ¢ Koang L.
Hence by (C3), K ogng L = K og L. [

Proof of Observation 1

We refer to the three lines of (Def <’ from <) as (1), (2) and (3), without
further specification.

First we show that <’ is complete, i.e., that for any worlds w; and w,, we have
that either w; <" wy or wy <" wy.

If wy and wy are both [-worlds, then w; <" wy or we <’ wy by (2) and the
completeness of <.

So let without loss of generality wy be a =(-world. If w; < w_,, then by (3)
wy =" wy, and we are done.

So suppose that w—, < w;. If wy < wy, then by (1) wy <" wy, and we are done.

So suppose finally that w; < ws. Then w-, < w; < ws, 80 W, < ws. Since
wy < way, we get wy =" wq, by (1), and we are done.

Second, we show that <’ is transitive. So assume that w; =<’ wy and wy =" ws.
By definition (Def <" from =), the latter means that one of the following is
true:

(a)  we =X ws and w-, <X w3
(b)  ws =X ws and wy and w3 are both [-worlds
(¢) we =X w-, and ws is a —f-world

If (a) is true, then we get from w; <" wq, (Def <’ from <) and the transitivity
of < that in any case w; =< w3 and w-, =< w3, so by (1), w; <" ws.
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If (b) is true, then we have to have a closer look at how w; <" wy came about.
If wy = we and w-, =X ws, then we get from the transitivity of < that w; < ws
and w-, = ws, so by (1), wy = ws.

If w; =< ws and both wy and wy are G-worlds, then we get from the transitivity
of < that w; < w3 and both w; and ws are S-worlds, so by (2), w; =" ws.
The case where w; < w-, and wsy is a —f-world is not possible, since w, has
already been assumed to be a (-world.

If (c) is true, then we get from w; <’ wsy, (Def <’ from <) and the transitivity
of < that in any case w; =< w-, and ws is a =fF-world, so by (3), w; <X w3. =

Proof of Theorem 2

We show that (Def <’ from <) captures in terms of entrenchment the se-
mantical recipe to construct revisions-by-comparison. In the following, let [«]
denote the set of all worlds that satisfy a.

Let $’ be the system of spheres and <’ be the entrenchment relation associated
with K o, 8 Then we have

v <6 iff
iff forall S e ¥, if S C[y], then S C [{]
If SCla)and SN[G] C [v], then SN [F] C [0] and
If SZ [a] and S C [v], then S C [4]

iff forall S €8,

IfSClalN[f—7], then SC [ — 46 (I) and
If S¢Z [a] and S C [v], then S C [0] (I1)

iff forall S €8,

Now let us distinguish cases.
Case 1: 7 < o, i.e, forall S € §, if S C [y], then S C [a].

In this case, (II) is vacuously satisfied, and v <’ § reduces to (I), which
means by definition that

aN(f—7)<p[—0.
Case 2: o < 7, i.e., there is an Sy € $ such that Sy C [y] and Sy Z [a].

In this case, S C [«a] implies that S C Sp, since $ is nested, and that
S <[

We show that in this case for every S € $, the conjunction of (I) and
(IT) is equivalent with the claim that for all S € §$,

if S C [y, then S C [§] (IT)

First, let S € $ and suppose that (II') holds. Then clearly (II). For (I),
suppose that S C [a]. We have just seen that in this case it follows that
S C [v]. Hence by (I'), S C [§] C [# — ¢], as needed for (I).
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Conversely, let S € § and suppose that (I) and (II) hold. If in addition
S & [a] then (II) implies (II'). Moreover, (II) implies that Sy C [0]. So,
on the other hand, if in addition S C [a] then S C Sy C [4], as needed
for (II').

(II") means by definition that v < 6.

In sum then, then, we get precisely (Def <’ from <). ]

Proof of Observation 3

(E1). Let v <’ ¢ and § <’ ¢. Then we have four cases, according to the
definition of <”:

(D) an(B—7)<(f—9)and aA (S — ) < (8 — ¢). Due to (E3) we have
two subcases:

(1.1) a < a A (B — 0), from which it follows by (E1) that o < (6 — ¢). By
(E2), a A (8 — ) < o, then by (E1), a A (8 — ) < (5 — @). Hence, by
definition of <’ v <’ ¢.

(1.2) (B — 0) < aA (B — d). Then we have a A (8 — 7) < (6 — §) <

aN(f—9)<(8— ¢), and by (E1) it follows that a A (8 — ) < (5 — ¢).
Hence, by definition of <’, since v < a, v <’ ¢.

(2) aN(B—7v) <(6—6)and § < ¢. It follows from definition that v < «
and a < §. Then by El, a < ¢, and v < ¢, hence by the definition of <’,

v < .
(3)y<dand aA (S —d) < (86— ¢). We prove that this is not a valid case.
By definition, v <y, and § < «, then (E1) yields § < , contradiction.

(4) v < § and 6 < ¢. Then, by definition, § < a and v, < «, and by (E1) we
obtain v < ¢. Hence v <’ ¢.

(E2). Let v 4. We have two cases:

(1) y < a.Since yF 6, (8 — ) F (8 —9), then by (E2) (8 —7) < (8 — 9),
and, again by (E2) a A (8 — 7) < (8 — 7). Then, by (E1), a A (8 — 7) <
(8 — ¢), hence v <’ 4.

(2) @ <. By (E2), v <. Hence v <" 4.

(E3). We divide the proof in cases:

(1) Let o« < §. We have two subcases:

(1.1) Let v < a. Then by (E1) and (E2) vy Aé < a. By (E2), § < (8 — 9).
Then (E1) yields @ < (6 — §). By (E2) a A (B — 7v) < «, so by (E1)

aN(B — ) < (B —0). By (E2) an(8 — v) < (8 — 7). Hence by
(E1) and (E3) a A (8 — v) < (B — v) A (B — ), which is equivalent to
al(f—7) < (B—7N0), hence vy <" v Ad by (Def <’ from <).
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(1.2) Let @ < 7. Then a« < yA 4. By (E3) either v <y AJ or § < yAd, hence,
by (Def <’ from <), either v <"y Ad or § <" vy AJ.

(2) Let y < aand § < o, then yAd < . By (E3), (B —7) < (B —=7)A (B —
d) or (B —6) <(8— ) A(B— 9), which is equivalent to (8 — ) < (8 —
yAGS)or (f—9) < (B —yAJ). By (E2), an(f — ) < (B — 7) and
aN(f — 0) < (B8 — 9d). Then, by (E1), a A (8 — ) < ( — v AJ) or
aA (B —6) < (B — yAJ), hence by (Def <’ from <), v <" yAdor § <" yAJ.
|

Proof of Lemma 4

Let a < 3. If a < v, the claim is immediate from (Def <’ from <). So let
v < a. Then by (Def <’ from <), v <’ § means that a A (8 — ) < [ — .

We first show that this condition implies v < §. On the one hand, we have
v < a and a < 3, so by transitivity we get v < 3. On the other hand, we
have v < o and by Dominance v < (§ — 7), so by a A (6 — v) < 8 — 9§, we
get v < 8 — . By the entrenchment properties, v < § and v < 3 — 9§ taken
together give v < 4.

To show the converse, suppose that v < §. This, taken together with the
supposition that o < 3 and the entrenchment properties, allows us to form
the following chain: a A (6 — 7) < BA(B — ) <y <4< 3 — 4, s0 by
transitivity, a A (8 — v) < § — 9, and we are done. ]

Proof of Lemma 5

Let « ¢ K o) L. Then by (C4) and (C1), we know that a A =5 ¢ K ogr-p L,
so by (Cl), L ¢ K oqn-p L. Therefore, by (C3), K ogpn-p L. € Ko, L. Thus
a ¢ Kogns L, and by (C6), we get K o, 3 = K oqp-g L. As a first result, we
thus have K o, 3 C K o, L. For the converse inclusion, we first note that by
(Cl),a A= ¢ Koy L. By (C3), then, Ko, 1 C Ko,y L, and since we
already showed that K o, 8 = K oys-3 L, we have K o) 1 C K o, 3. In sum
then, K o, § = K o, 1, as desired.

Proof of Observation 6
Let o satisfy (C1) — (C6), and define K = K o) L.

(K%2). Let o € K o, 3. Then by (Lemma 0(c)) o € K o453 L. Then by (C5)
Ko, = (KounpLl)+ 5 Hence f € K o, 3.

(K%3). Let a ¢ K, then by Vacuity, K o, § = K C K+ 3. If -p € K,
then Ko, 8 C K+ = K,. Let « € K and = ¢ K. Then by (Cl)
aN—f ¢ KognpL = (by Vacuity) = K. Then by (C5), due to o € Koan-gL,
Ko,f=(Kogpnpgl)+8=K+p.

Draft RevcoAl6.tex; section 10; 20 March 2004, 23:06; p. 35



(Kx4). Let =5 ¢ K. If a ¢ K, by Vacuity K = K o, 3. If o € K, we have
proven in (Kx*3) that K o, § = K 4+ 3. Hence K C K o, (3.

(K%5). For one direction let a A = € K o4p-5 L and the rest follows from
Lemma 0(d). For the other direction, let K o, f = K. Then a € K o, [
and by (Lemma 0(c)) a € K oan-p L from which it follows by (C5) that
K o, 8 = (K ogn-p L) + 8. Hence, by (Cl), =4 € K oqn-5 L and, by (C1)
again, o A =3 € K ogp-g L.

(K*T). We split the proof in cases:

(1) a A=(BAY) ¢ K ograry) L. Then by (C1) a A = ¢ K oga-(sny) L
It follows by (C3) that K oga-gry) L € K oga-g L. If @ & K ogr-p L, then
K oq (A7) =(by (C6)) K oan-(ony) L C Koans L= Koaff C (Koal)+7.
If o € Kogpnp L, then Ko, (BAY) C (K ograry) L) +(BAY) C () 0an-p
L)+ 5) +~ =(by (C6)) (K on §) +7.

(2) an=(BAY) € Kogn-(sny) L. It follows by (C1) and (C4) that o € Kogp-gL,
then by (C5) Ko, = (Koga-pL)+03. Then (Ko,8)+y = ((Koan-pL)+0)+7.
By (C1) and (C4), ~(6 A v) € K oqn-p L. Hence (K o, 3) +v = K, from
which it follows that K o, (B A7) C (K o4 ) + 7.

(K%8). Let =y ¢ K o, (3. We split the proof in cases:

(1) @ € Kogp-g L. Then by (C5) Ko, 3 = (K ogpp L)+ 3. Then =(B A7) ¢
Kogn-pL,and aN—(BA7y) ¢ Koan-p-L, from which it follows by (C3) that a €
Koa/\—\ﬁ il g Koa/\ﬁ(ﬂ/\’y) L. Then (K Oan-p J—) +ﬂ g (K Can—(BAY) —L) + (BA’Y)
Hence, by (C5), K o, 3 C K o, (8 A 7).

(2) @ ¢ KognpL. Then by (C6) Ko, = KounpL. By (Cl) aA=(BA7Y) ¢
K ognp L. Hence K o, 8 = K ogag L C (by (C3)) € K oqnaigny) L € (by
Lemma 0(b)) C K o, (8 A 7).

(Kx7&8). We split the proof in cases:

(1) = ¢ Koz L and -y € K o_g L: It follows by (C1) that a« A =3 A =y ¢
Ko_g1. Then (C3) yields =y € Kogn-pr—-L. By (C1) and (C4) it follows that
aN=f ¢ Kognpnwy L. Since by (C1) a A= ¢ KoL it follows by (C4) that
aN—f3 ¢ Ko,n-pL and by (C1) that aA—=FA—y ¢ Koya-p-L. Then by two-fold
application of (C3) K oqn-prry L = Kogr-gL. If & € Kogppry L, it follows
that K o, (BV7y) = (K ogrpry L) + (BVy) = (due to =y € K ogn-pry L)
= (KoanpryL)+0 = (Kogr-pL)+5 = Ko, 0, by (C5). If @ ¢ Kogn-gnry-L,
it follows by (C6) that K o, (6Vy) = K oqan-gry L = K ogpn-p L = K o, 3.
(2) v ¢ Ko, 1 and =8 € K o, L. Due to the symmetry of the case, it
follows that K o, (BV ) = K o, 7.

(3)feKogzlor—y¢gKogl;and—ye Ko, Lor-3¢ Ko, L. Due
to (C4), we have two possibilities: (3.1) = € Koz L and -y € Ko, L or
(32) v¢ Kozl and - ¢ Ko, L.
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(3.1) By (C4) = and =y € K o4n-ga— L. Then it follows by Lemma 0(i) that
K ognprry L = K ogpnp L = K ogpy L. If @ ¢ K 0gp-ga—y L, it follows by
(C6) that K o, (BV7y) = Ko, =K o,7. Now let a € K oqpn-pry L. We
know that K oqpn-pry L+ (BVY) =KogrpLl+8=K| =Kogn., L+7.
Hence, by (C5), K o, (V) = K o, =K o, 1.

(3.2) It follows by (C3) that K o3 L = K o, L. Then by Lemma 0(g)
K ogpn-pny L = K oqgpp L = K 0gp—y L. Then (K ogr-pry L) + (BV7y) =
(K oap-pr-wy L)+ BN (K 0an-prnw L) +7 = (Koar-g L)+ BN (K ogn-ry L) +7.
Hence, by (C5) and (C6), K o, (BVy) = Ko, BN K 04 7.

(K=8%). Let a ¢ K o4n3 7, By Lemma 0(b) @ ¢ K oanpn—y L, and by
(Cl), (6% /\ /6 ¢ K Oa/\ﬁ/\‘,,y J_ SO by (06), K Oa/\ﬁ '7/ == K Oa/\ﬂ/\ﬁfy J_ By (Cl),
a A=y ¢ K ogpppy L. Then by Lemma 0(h), K ogpppry L = K 0qpy L. ais
not in this set. Hence by (C6), K o,y = K 0oqp-y L. Hence K ogns7 = K 0,7.

(K=D). In the proof of (K-8%) we have proved that K o,xg v = K o, 7y
if @ ¢ K oapp 7. Similarly, if 3 ¢ K oanp 7y, then K o457 = K og 7. Let
a A B € K ogngy. Then it follows by Lemma 0(c) that a A 8 € K oqpngny L
and by (C5) K ogng vy = (K ogngny L) + 7.

(1) If =y € K oqpngny L, it follows by (Cl), (C4) and Lemma 0(d) that
K ognppy L = K ogp-y L = K 0gr—, L = K, from which it follows by (C5)
that K ogagy = Ko,y = K og7.

(2) If =y ¢ K ognpr— L, it follows by (C1) that o A =y ¢ K ogppn—y L and
BNy ¢ K ogngny L. Then by Lemma 0(h) K ogpgrry L = K ogpy L =
K ogp-y L. Hence by (C5), K ogrgy =K 0,7 =K og7.

Proof of Observation 7

(Q1). Let « € Kog L and o ¢ Ko, L. Then, by (C1), a A ¢ Ko, L. From
(C3) it follows that K o, L C K ogp L.

(1) If 8 € K og L, then by Lemma 0 (d), Ko, L C Kogl =K.

(2)If B ¢ Kog L, then by (C1) and (C3) Koz L C KogngL,s0a € KogngL,
so by (C4) B ¢ K oun L, from which it follows that K o,ng L = K og L.
Hence K o, L. C K og L.

(Q2). We first show that o € K o, = iff @ € K o404 L. Let a € K o, =f.
The assumption that o ¢ K 0,5 L implies by (C6) that K o, =3 = K o4 L
and we have a contradiction. Therefore o € K o,ng L. For the converse, let
a € K oyng L. Then, by Lemma 0(b), a € (K oqng L) + 20 = K o, =0.
Now we show that o € K og —a iff @ € K o404 L. Let a € K og —a, then by
Lemma 0(a) a € (K o4png L) + —a, hence a € K o405 L. For the converse, let
a € K ogng L, by Lemma 0(b), a € K o5 —a.
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(Q3). Let v € K o, —y. Then, by Lemma 0(a) v € (K ogny L) + =y, then
v € K ogny L. By Lemma 0(i), K ogpy L = Ko, L. If @ € K o, L, by (C1),
a ANy € Koyny L, then by (C4) and (C1) v € K o, 8. Now let a ¢ K o, L,
then a A = ¢ K o, L, then by (C3) K o, L C K o,s-3 L. Hence by Lemma
0(b)y€ Ko, L CKo,f.

(Q4). Let a € Ko, L. By (C4), a € K o, 3, hence (K%2) yields 5 € K o, (3.
(Q5). Follows trivially from (C1) and (Kx2)
(Q6). See Lemma 0(b).

For the second part, we have two cases: (1) Let v ¢ K o_g L: Then it follows
by Lemma 0(f) that K o,n-3 L = Ko, L and by (C4) that a ¢ Ko, L. Hence
by (C6) K oqn-pL = Ko,[.(2) Let =5 € Ko_zL: Then it follows by Lemma
0(e) that K ogr—g L = Ko, L. If « ¢ K o, L then (C6) K oqpn-p L = K o, 3.
If « € K o, L then (C1) and (C4) yield a A =3 € K ogr-p L, from which
it follows by Lemma 0(d) that K o,sn-s L = K. Hence by Lemma 0(b)
K ogpn-pL =Ko, [

(Q7). By (C5), Kot (a— ) = (Kogr-pLl)+(a—B). lfae Koy Lit
follows by (C5) that Ko, = (Koan-gL)+3 = (Kogr-gLl)+(a— (). lfa ¢
Kogn-pL it follows by (C6) that Ko, 3 = Kogn-gL C (Kogn-pL)+(a — B).

For the second part, let « € K o3 L and =3 ¢ K o3 L. Then by Lemma
0(j), K ogpn-pg L = K o_g L. Then by (C5), K o, 3 = (K ogpn-p L) + 5. It
follows by (C5) that K ot (a — ) = (K otp-(amp) L) + (. — 3) = (by C2)
(K ogpr-pg L)+ (= B) = (K ogr-p L)+ . Hence Ko, =K ot (v — [3).

(Q8). If « ¢ Ko, L, then by (C2) and (C6) Ko,—a =Ko, L. Ifa € Ko, L,
then by Lemma 0(d), Ko, L = K, and by (C5) Koy~ = (Ko, L)+—a =K.

(Q9). It follows by (C2) that Koar-sL = Kogr-(amp)L. f ¢ € Kogpo(ampyL,
then (K ogr-(a—pg) L) + (@ — ) = (K oqp-p L) + 5. Applying (C5) and (C6)
to both K o, # and K o, (o« — (3), then, we see that they are identical.
(Q10). Let a € K o, 3, then by Lemma 0(c) @ € a € K o045 L. By Lemma
0(h) it follows that K ogn-g L = K o_g L = (C2) K ors-g L. Hence by (C5)
Ko,f=(Kogpnpl)+=(Kogl)+3=Korp.

(Q11). (&) If @ € K o, 3, follows by (K*2). If § € K o, = follows by (Q3).
(=) Let 5 € Ko, and a ¢ K o, . Then by Lemma 0 (b), & ¢ K ogp-p L,
aNf ¢ KognpL. By (C3), Kogrng L C KogngL. By (C6) B € KogrpL C
K oqpnp L. Thus by Lemma 0(b), 5 € K o, =f.

(Q12). (=) Let « € Kog L and 3 ¢ K og L. Then by Lemma 0(j) K og L =
K ogpo L. Hence by Lemma 0(b) a € K og —a.

(<) If B € Kog L, the left-hand side follows by Lemma 0(d). If « € K og —a,
it follows by (Q3).
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(Q13). Let o« ¢ K og~v and ¢ K o, =f. (C4) yields § ¢ K oz L. (1)
v € Ko, L. Then by (C4), v € K o4p, L, from which it follows by (C4) that
a ¢ Kogpny L, then o ¢ (K o4ny L)+ —a, hence by Lemma 0 (a), a ¢ Ko, —a.
(2) v¢ Ko, L. Then by (Q12) « ¢ K og L and 8 ¢ K o, L. It follows from
(C3) that K o, L € Kogl C Ko, L, then a ¢ K o, L, hence, by (Q3)
« ¢ K Oy v

(Q14). Let o Ay ¢ K ogpy L. Then either a ¢ K oqpy L or v ¢ K ogn, L.
Hence by (C2) and (C6) a ¢ K o, ma or v ¢ K o, —.

(Q15). Follows trivially from (Kx5), replacing 3 by L.

(Q16). Let v ¢ K o, L, then by (C1) a A ¢ K o, L, from which it follows
by (C3) that K o, L C K o,np5 L.

(Q17) follows from (Q6) and (Q16). n

Proof of Observation 8

We show that < indeed satisfies (E1) — (E3).

(E1) Let « < B and § < «, that is, « ¢ K og L or § € K og L, and also
B¢ Ko, Lorye Ko,Ll, by (Def < from o).

We need to show that o < v, ie. a ¢ Ko, L ory € Ko, L. Assume that
v ¢ Ko, L. Then f ¢ K o, L, and hence, by (C3), K o, L C Koz L. By
(C4), we know that 3 ¢ K og L. Hence o ¢ K og L, and since K o, L is a
subset of K oz L, we also have o ¢ K o, L, as desired.

(E2) Let o = 8. In order to see that a < 3, we need to show that a ¢ K oz L
or 3 € K oz L. But this is immediate from (C1).

(E3) In order to see that either « < a A or f < aAf, we need to show that
either a ¢ K oppg Lora A € Kogng L,orelse 3¢ KoygpgloraApe
K o,pp L. But this is immediate from (C1). n

Proof of Observation 9
That (a) and (b) are equivalent follows from (Q12).
That (b) and (c¢) are equivalent follows from (Q2).

(c) = (d): (1) @ ¢ K o, —f. Then by Lemma 0(b), a ¢ K ouns L. (2)
B € Kog L. Then by (C4) B € K oans L.

(d) — (e): By (C5), since T € KoTa(ang)L we have Kor—(aAB) = (KoTp@ng)
L)+ (aNpB). Soif a ¢ Kogng L, by (C1) m(aAB) = a ¢ K oans L, so
a ¢ (Kota@ngL)+(anB) = Kor=(anG). If € Kogrgl = Kora@ng)L C
(K oraang) L) + 7(a A B) follows immediately that 5 € K ot =(a A f).

(e) — (a): Let « € Kog Ll and 3¢ Kog L. Then a A ¢ Kog L. By (C3),
Kogl C Kogpgl, then a € Kogpng L = KoTpans L € Kot —(aAB). Since
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B¢ Kogl wehave a N & Koung L, by (C4) and (C1), since o € K oqpg L,
we have 3 ¢ K o,ng L. By (C1) and (C2) then =(a A 3) — 8 & K oraang) L
from which it follows by Lemma 0(a) that 8 ¢ K ot =(a A 3).

Proof of Theorem 10 (Soundness)

(C1). Let v € Cn(K o, 3). Then, by the compactness of the underlying logic,
there is a finite subset {d1,...,d,} C K o, (3, such that {d1,...,d,} F . We
have to prove that v € Ko, (. If T = a A=, then by definition, K o, 3 = L,
hence trivially v € K o, 5. So let T t/ a A —f5.

We first show that §; A...AJ, € Ko, 3. For this purpose we are going to prove
that if 6; € K o, 8 and 05 € K o, 3 then ; A ds € K o, 3. The rest follows by
iteration of the same procedure. So suppose 6; € K o, § and 6, € K o, 3.

By (E3), we have that either §; < d; A d2 or d2 < d; A do. We can assume
without loss of generality that d; < d; A d5 from which it follows that §; < ds.

If @ < 01, then by (E1) a < 01 A do, hence by (Def o from <), §; Ads € K o, [3.

If on the other hand 0; < a, it follows by (Def o from <) that =3 < a A (8 —
91). If a < 69, by (E1) — (E3) we obtain that =5 < a A (8 — §;) < a < dy <
B — 69 If 03 < «, then by (Def o from <) =8 < aA (8 — 02). Hence in any
case = < a A (B — d2). From = < a A (8 — 6;) and =3 < a A (B — J2) it
follows by (E3) and (E1) that =5 < aA (8 — (d1Ad2)). Hence 61 Ado € Ko, [.

By repeated use of this argument, we get that oy A ... A d, € K o, 3. We
have §; A ... Ad, F =, from which it follows by (E2) that 6; A... Ad, <. If
a <0 A...Nd,, then by (E1) a < 7, hence v € K o, 5. If on the other hand
0 A... N, < a, then by (Def o from <) = <aA(f— (01 A...NJ,)). By
(E2) aAN(B—= (1 A...AN0)) <aA(B—7),s0by (El) =< aA(f—7).
Hence v € K o, 5.

(C2) Trivial.

(C3). Let a@ ¢ K oz L. Then it follows by definition of o that o < 3 and
B < T.Letye KogL. Then 8 < ~; (E1) yields that a < 7y, then v € Ko, L,
hence K og L C Ko, L.

(C4). Let @ € K o, L. Then it follows by definition of o that T < a. (1)
B < a. Then by definition of o, &« € K og~. (2) a < 5. Then by (E1) - (E3)
T<BANa<BA(y— ). (21) =y < BA (v — «a). Then by definition of o,
a€ Kogy.(22) BA(y— a) < —. Then by (E1) - (E3) T < 8 A —. Hence
by definition of o, & € K og 7.

(C5). Let a € K ogn-p L. Then by definition of o we have two cases: (1) T <
aA—f. Then by definition of o it follows that Ko, = (Koan-gL)+5 = K.

(2) a A =0 < a. From (1) we can assume that a A =5 < T. By (E1) - (E3)
aN-f<aN(f—7y) iff a N=p < [ — v and since by (E3) =0 < a A =,
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(E1) yields =8 < a A (B — ) iff « A =3 < 3 — ~. Hence by definition of o,
vyEKo,Bit B— e Kognpl.

(C6). Let a ¢ Koapn-p-L. Then by definition of o a A= < T and a < aA—f3.
By (E1) - (E3) for all v it follows that a A (8 — v) < a < aA—-f3 < 4. Then
for all v, =3 £ a A (8 — 7). Hence by definition of o, v € K o, § iff a <  iff
a3 <vyiff y € Kognpg L.

(Ko = K<). K, is defined to be K o, L. But by (Def o from <), a € Ko, |
if and only if

L <1IA(L—a) or
1l <a or
T< 1A=L

which reduces (since T < L is impossible) to the disjunction L < aor T < L.
But this is exactly what the definition of K< comes down to.

(£ from o). Finally, we show that < can be retrieved from o with the help
of (< from o).

(=). Let a < B and B ¢ K oz L. By definition of o, 5 < T. Then 3 £ a and
T £ B, hence by definition of o, o ¢ K og L.

(<) Let 8 € K og L. By definition of o, T < 3. By (E2) o < T, then by (E1)
a < (. Let a ¢ K og L. Hence by definition of o, a < 3. [ |

Proof of Theorem 11 (Completeness)

We define < from o with the help of (Def < from o). Due to Observation
8 < is an entrenchment relation that satisfies (E1)-(E3). Then we use < to

construct a revision-by-comparison operation o’ with the help of (Def o from
<). We need to show that o’ = o.

Let v € K o/, .

By (Def o from <), this means that

either =3 < a A (8 — 7)

or a <y

or T<aA—(

By (Def < from o), this means that

either (I) a N (8 —v) € Ko_g L and - ¢ Ko_5 L

or (I) y€ Ko, L and a ¢ Ko, L

or (II) a AN =8 € K ogpn-p L

First we show that each of (I), (II) and (III) implies v € K o, (.
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Suppose that (I) is true. By (C1) @ € Ko_g.L. Then by Lemma 0(j) Ko_zL =
K oqn-p L from which it follows by (C1) that (8 — 7v) € K oaa-s L. Hence
by (C5) 7 € K o, f.

Next suppose that (II) is true. Then by (Q12) v € K o, —y, from which we
get by (Q3) that v € K o, .

Now suppose that (III) is true. Then by (K«5) Ko, = K, hence v € Ko, [3.

Now we show that conversely v € K o, [ implies one of (I), (II) and (III).

Let v € K o, . Then, according to (C5) and (C6) we have the following
subcases:

(1) B —=v€ KogrpLand a € Kogppg L. If 25 € K ogp-p L, it follows
by (C1) that (III) is satisfied. If =3 ¢ K o,n- L, it follows by (C4) that
-0 ¢ K o_5 L and by Lemma 0(h) that K oqn-3 L = K o5 L. Then by (C1)
aN(f— )€ Ko_gL, hence (I) is satisfied.

(2) v € Kogpn-p L and a ¢ K oqpn-p L. By (C4) o ¢ K o, L and by Lemma
0(h) K oqpn-p L = Ko, L. Hence v € K o, L and so (II) is satisfied.

Finally, we show that K< = K,. By the definition of K<, we know that o € K<
iff either L < @ or T < L. But by (Def < from o), this means that a € K< if
and only if

either (o€ Ko, 1 and 1L ¢ Ko, 1)
or (T¢Ko; L or LeKo, 1)

which reduces, thanks to (C1), to the disjunction « € Ko, 1 or L € Ko, 1.
This in turn reduces, again thanks to (C1l), to « € K o, L. Thus we have
shown that K< is identical with K o; 1 = K. [

Proof of Theorem 12

For this proof, we rely on the “translation” of facts about one-step revisions
by comparison into the language of entrenchments, i.e., on (Def o from <),
and on the properties of entrenchments.

We begin with the left-hand side of (IT).
de (KogfB)o, L

iff (by (Def o from <) and a few simplifications)
either v <" 6 or T <'~

iff (by (Def <’ from <))
either f — vy <aA(f—6)and d <a or
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vy<dand a < 4§
oraN(f—=T)<(f—7) and T <« or
T<~vand a< T

Since a A (8 — T) is equivalent with o and < is transitive, the left-hand side
of (IT) is satisfied iff one of the following holds:

(a) B—=v<aA(f—9)and <«
(b) y<danda <

(c) T<B—-vand T <«

(d T<yanda<T.

Now we turn to the right-hand side of the condition (IT). What will it mean,
in terms of entrenchment, that § € (K o, 3) o, L if we employ the right-hand
side of (IT)? The conditions spelt out in the following lines are to be read
disjunctively. (Def o from <) gives us that

(B—=v<pB—=d0)orT<P—-y)andy<Tand (f—v<aor
T <)

or

(a<dorT<a)and (y<dor T <y)andy< T and a <[5 — v
and o < T

or

T <y

Now let us split up the first two lines into four disjuncts each
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(1) f-oy<f—-dandy<Tandf—7vy<a
(2) f-oy<f—-dandy<Tand T <a
3) T<f—-ovyandy<Tandff—v<a«

(4 T<f—-vyandy<Tand T <«

(5) a<dandy<dandy<Tanda<f—ovyanda<T
(6) a<dand T<vyandy<Tanda<f—-yanda<T
(7) T<oaandy<dandy< Tanda<f—yanda<T

8) T<aand T<vandy< Tanda<f—yanda<T

9) T<ynw

Of these conditions, (6), (7) and (8) are plainly inconsistent, while (3) is in-
consistent with entrenchment properties. (1), (2) and (5) can easily be reduced
by the application of entrenchment properties. Condition (2) in fact implies
(1) and can thus be dropped. In (4), the condition v < T can be dropped due
to the presence of the disjunct (9). In sum, we get the following:

(1) foy<f—-dandf—-v<a

(4) T<f—ovyand T <«

(5) a<dandy<danda<f—7

9) T<nv

In order to prove that condition (IT) is valid, it remains to prove that the
disjunction of (1), (4), (5) and (9) is equivalent to the disjunction of (a), (b),
(c) and (d).

First, we check that (1)-or-(4)-or-(5)-or-(9) implies (a)-or-(b)-or-(c)-or-(d).
(1) implies that either (a) is the case or

f—ov<pf—dand f—y<aand a <9
are all true. But this implies (b) (since § — v < § implies 7 < 9).
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(4) implies (c). (5) implies (b). (9) implies that either (d) is the case or
T<vyand T <«

are both true. But this implies (¢) (since T <~ implies T < § — ~, by (E2)
and (E1)).

Second, we check that (a)-or-(b)-or-(c)-or-(d) implies (1)-or-(4)-or-(5)-or-(9).

(a) implies (1). (b) implies that either (5) is the case or
vy<danda<dand f — v <«

are all true. But this implies (1) (since § -y < a <§ < 3 — ).

(c) implies (4). (d) implies (9).

This finally proves that (IT) is valid. n

Proof of Theorem 13

Let the revision-by-comparison function o satisfy (C1) — (C6) as well as (IT).
Let < be derived from o and let <’ be derived from o’ with the help of (Def
< from o), where o for K’ = K o, (3 is defined by

K’o;(s:(Koaﬁ)ov(s

We want to show that < and <’ satisfy (Def <’ from <).
Let v <’ 6.

By (Def < from o), this means that

v ¢ (Ko,fB)os L or 6 € (Ko,f)osL.

Using (IT), we can give the following list of all ways of making this condition
true (read the list as a long disjunction). (1)—(4) correspond to v ¢ (K o, 3) os
1, (5)—(7) correspond to § € (K o, [3) o5 L.

B—v¢ Kog.,s Ll and Kos 1 # K, and o € K o, (8 A —0)
vé¢ Ko, L and Kos 1l # K, and a ¢ K o, (S A —9)

v€¢ Kosl and Kos | # K, and a ¢ K o, (8 A —0)

v¢ K and Kos L = K,
f—0€KogsLand Kos L # K, and o € K o, (8 A —9)
e Ko, lNKosl and Kos L # K, and a ¢ K o, (5 A —9)
0e K, and Kos 1L = K|

W N =
~— ~—

ot
~

~~ Y~ /N I/~ /N
=) e~
~— ~—

\]
~—

Now (4) is plainly impossible, and (6) is inconsistent with (K«5): 6 € K o5 L
implies that K os L = K. The second conjunct of (3) and the first conjunct
of (7) can obviously be dropped. So we end up with a disjunction of

(1) B—>~v¢ Kopgs L and Kos L # K, and o € K o, (8 A —9)

~—
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(2) v¢ Ko, Land Kos L # K, and a ¢ K o, (8 A —0)

(3) Y¢ Kos L and o ¢ K o, (BN —0)

(5) f—0€ KogsLand Kos L # K, and o € K o, (A —0)
(7) Kos L =K,

Now we know from the proof of Theorem 11 that o can be generated from <
with the help of (Def o from <). For the special case where 3 equals L, (Def o
from <) simplifies to v € K o, L iff either v < v or T < a, and consequently,
Ko, 1l =K, iff T < «. Using these facts, we can “translate” the remaining
five cases into conditions about entrenchments (to be read disjunctively):

(Al) f—oy<f—dandf—-0<Tandd < T and (f — 9 < aor
T<a)

A2) y<aanda<Tandd<Tand (a<f—danda<T)
) y<dandd< T and (a<f—dand a<T)

A5) T<f—dandd<Tand (f—d<aorT<a)

) T <6

Let us now simplify (A1l). We can drop d < T, since it is implied by 8 — 6 < T
(using E1-E3). We can also drop T < «, since together with § — § < T, it
implies § — § < « (using E1-E3). Having the latter as a conjunct, we can
finally drop what is implied by it, namely § — ¢ < T. In (A5), note that
T < B — § rules out § — § < a. Because of (A7), we can finally drop all
conjuncts of the form § < T in (A2), (A3) and (A5). So we have the following
simplified array of conditions (to be read disjunctively):

(Al) f—oy<f—dand f — 0 <«
(A2) y<aanda<f—danda<T
(A3) y<danda<f—danda<T
(A5) T<f—dand T <a

(A7) T <¢

On the other hand, the two conditions of (Def <’ from <) can be split up into
three conditions (likewise to be read disjunctively):

) a<fp—dandy<a
I) B—=y<pB—dandy<a
(III) v < and a <y
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It remains to be shown that each of the conditions in the more complicated
list implies a disjunction of the conditions in the last list, and vice versa. This
is what we will check now, using the entrenchment conditions (E1) — (E3)
without further explicit mentioning.

and (III)].

Now for the converse direction.
(I) implies (A2), if o« < T it implies (A5), if T < a.

(IT) implies (A1), if  — § < a. It implies (A2),if botha < [ —dand o < T.
It implies (A5), if botha < g — 6 and T < a.

(III) implies (A3).
In sum, we have shown that (Def <’ from <) is satisfied by < and <'. ]

Proof of Theorem 14

Let o be an iterated revision-by-comparison function for K satisfying (C1) —

(C6) as well as (IT).

The following proofs for the iteration conditions (IT1), (IT2), (IT3) and (IT5)
will not be made by direct use of (IT), but via entrenchment representations of
one-step revisions by comparison. Let < be the entrenchment relation derived
from o by (Def < from o) and let <’ be the entrenchment relation derived
from o' by (Def < from o) as explained in Theorem 13. Then we know from
Theorems 11 and 13 that the function o can be generated from < and <’ with
the help of (Def o from <) and that < and <’ are related by (Def <’ from
<). We will use these results freely in the following. (The proof of (IT4) will
proceed by a direct derivation from (IT).)

(IT1). § € (K o, 3) 04 7 is true iff (by Def o from <)
either (case 1) —y <" a A (y —9)

or (case 2) a <’ 0.

or (case 3) T <" a A\ —y.

In case 1 we have (by Def <’ from <)
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either a N (y —0) <aand (0 — —y) <aA(B— (aA(y—9)))
or (a <aA(y—90)) and vy < aA(y—0).

But the latter case is impossible: @ < aA(y — §) contradicts the entrenchment
postulates (E1)-(E3).

So we are left with the first case in which (6 — —y) < aA (G — (aA(y — 9)))
is equivalent with =(8A~v) < a A ((BA7) — 0)). Moreover, a A (y — J) < «
is guaranteed by the entrenchment properties.

So in sum, case 1 reduces to 7(6 A7) < a A ((BA7) —0)).
In case 2 we have

either 0 < o and (8 — a) <a A (8 — 9)

or a <6 and a < 9.

But the former case is impossible, since (8 — «) < « is impossible, and hence
(6 — a) < aA (B — d) is impossible, by the entrenchment postulates.

Thus we remain with the latter case, i.e., a <.

So in sum, case 2 reduces to a < 9.

In case 3 we have
either T<aand aA(f—T)<[— (aA—)
or a<Tand T <aA .

By the entrenchment properties, the lower line is impossible, and this reduces
to

T<aand T <3 — —y

or, what is the same, to T < a A= (8 A7).

Since either case 1 or case 2 or case 3 obtains, we remain with the condition
“(BAY) <an((BAv)—6) or
a<d or
T<an=(BA7)

which defines the fact that 0 € K o, (8 A7), by (Def o from <).

(IT2). By (Def o from <), § € (K o, 3) o, 5 iff
either =3 <"y A (8 — 9)
orvy<'o
or T<'vAN=(3

By (Def <’ from <), this means
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(o) cither (8 —=B) <aA(B— (v (5 — ) and 7 A (6 — §) < a
or 73 <yA(f—0)and a <y A (8 —9)
or (B—7)<aA(f—0)andd <«
or y<dand a <4
or aN(B—=T)<fB—=(yA=f)and T <«
or T<yA-fFanda<T

By the entrenchment properties, ¥ A (8 — 0) < « holds iff either 7 < «a or
B — 6 < a. So (*) can be simplified to

(xx): either = <aN(B—=7)AN(L—0)andy<a
or "f<aAN(f—(yAd))and f— <«
or “"f<yA(B—d)and a <yA(S—9)
or (B—7)<aA(f—0)andd <«
or y<dand a <4
or T <aAN-p
or T<~yA-fand a<T

Now we distinguish two cases.

Let in Case 1 be v < a. Lines 3 and 7 of (x%) are impossible in this case, and
the rest reduces to

either =3 <a A (B — (yAN0))

or "<aAN(f—(yAd))and f—d<a
or (B—7)<aA(f—0)andd <«

or a<§

or T <aAN-p

Here the second line can be dropped since it implies the first. The last term
of the third line is superfluous because of the fourth line. We end with the
complex

either =3 < a A (S — (yAN0d))
or (B—7) <an(f—9)
or a <9

or T<aANA-f

It is easy to check that the first two lines of this complex are equivalent with

B <aN(f—9).
Thus, by (Def o from <), in Case 1 we have § € (K o, ) o, fiff § € K o, f3.
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Consider now Case 2 where o < . Lines 1, 4 and 6 of (%) are impossible in
this case, and the rest reduces to

either = <aNA(f— (yAJ)) and - <«
or f<yAN(F—=d)anda<f—9

or ¥<9

or T<~yA-f3

Since f — § < a <y implies § — § < a A (S — ), we can simplify the first
line of this complex to =3 <  — d and  — § < «, Since a < 7, we can
equivalently say that =8 <~y A (f — §) and f — § < a.

So the first two lines of this complex are equivalent with =3 < v A (6 — §).
Thus, by (Def o from <), in Case 2 we have § € (K o, ) o, fiff § € K o, [3.

Since v < a encodes v ¢ Ko, L or Ko, 1l = K, (by Q15), our case distinction
matches exactly the one formulated in (IT2).

(IT3). From the proof of (IT2), we know that 6 € (K o, ) o, f can be
decided by a case distinction. If v < «, then the condition is

either =3 < a A (8 — 9)
or a<9
or T<aA—(
If, on the other hand, oo < +, then the condition is
either =8 <y A (6 — 0)
or y<9
or T<~yA-(

Using a perfectly symmetrical argument, we decide § € (K o, 3) o, 3 by a case
distinction. If o < ~, then the condition is

either =3 <y A (8 — 9)
or v<9
or T<~yA-f3
If, on the other hand, v < «, then the condition is
either =G < a A (8 —9)
or a<9
or T<aA-f

In order to prove that (K o, () o, 3 = (K o, ) o, 3, we check the cases.
Obviously, the conditions for the inclusion of § are identical if a < v or if
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v <.

It remains to check the case where both @ < v and v < a. By the conditions
for entrenchment relations, equal entrenchment of a and ~ entails that

“f<an(f—0) if -8<yA(B—0)
a<o iff y<d
T<aAn-8 iff T<yA-3

So in this last case, the conditions agree as well, and we are done.

(IT4). (Ko, Ll)og L

(Koj .51)+ L ,if Kogl # K, and a € Ko, (L A—f)
= (byIT) { (Ko, L)N(Kog L) ,if Kogl # K, and a ¢ K o, (L A—03)
K, Jif Koyl =K,
K| Jif Kogl #K, anda€ Ko, L
= (Ko, L)N(Kogl),if Kogl #K, and a ¢ Ko, L
K, Jif Koyl =K,

Ko, L)N(Kogl),if Ko, Kogl #K
— (by Q15) ( )N (KoL) sl # KL

K, , otherwise

(IT5). By (Def o from <), we have that

v € (Ko, ) oga

holds if and only if
either —a <' BA (o — 7)
or <~y
or T <' BN«

By (Def <’ from <), this means that
either B — -a<aAN(f— (BA(a—7))) and SA(a—7) <«
or ma<fA(a—7y) and a<fA(a—7)
or f—p<aAN(f—7) and v< «
or <7 and a <7y
or aN(B—=T)<(B—(fA-a)) and T <«
or T<PGA-a and a< T
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Given the properties of entrenchments, this collection of conditions reduces to
the following complex of conditions:

(x): either mnaV-B<aA(f—7) and BA(a—7) <«
or na<fBA(a—7v) and a <A (a—7)
or f<~v and a <y
or T<aAN-f
or T<OGA-a and a< T
Now we make a case distinction. Case 1 is o < 3. In this case (*) reduces to
either —aV - <a and ~aV-F<f—7v and fA(a—7) <«
or a,—a < fand a,a<a—y
or B <~
or T <_L
or T <f(A-«

Taken together with a@ < 3, the first two lines of this complex imply —a <
B A (a — 7). (Note that the first line taken together with a@ < [ implies
—aV - < fBand ~aV—f < 7y.)

Conversely, ~a < A (o — =) taken together with ov < (3 implies that one of
the first two lines of the complex is satisfied. (Notice that —a < B A (o — 7)
implies that both —a < # and —a < a — 7, by the entrenchment conditions.
Assuming then that the second line is not satisfied implies that either § < «
or « — v < a, hence fA (e — v) < a. Also, ~a < A (e — =) implies
(BA (= 7)) = na) < BA (a0 — ), e, naV -0V —y < BA(a— ), and
this yields —a VvV =8V =y < v as well as maV =V -y < a.)

In sum, we find in Case 1 that v € (K o, ) og v iff

—a < f[BA(a—r) or
B <~ or
T < BN«
i.e., by (Def o from <), iff y € K o5 a.

Continuing with the case distinction, we now turn to Case 2 where 3 < a.
Lines 2 and 5 of (%) are incompatible with this case, and the rest reduces to

either —aV -0 <aA(f—7)
or a <7y
or T<aA-fj
The first line of this implies =5 < a A (6 — 7).
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Conversely, =0 < a A (8 — ~) taken together with 5 < « implies the first
line of the complex just written down. (Notice that =3 < a A (8 — ~y) implies

(@A (B =) = =8) <aA(B—7) ie, (maV -8V —y) <aA(8—7) by
the entrenchment conditions.)

In sum, we find in Case 2 that v € (K o, 3) og « iff
“B<aAn(B—7) or
a < or
T<aAN-p

i.e., by (Def o from <), iff v € K o, (3.

Since a < fencodes a ¢ Kog L or Kogl = K, (by Q15), our case distinction
is exactly the one formulated in (IT5). u
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